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Abstract—The contents generated from different data sources methods. Each word has a randomly chosen probability ac-
are usually non-uniform, such as long texts produced by news cording to the parameters under every topic in LDA or PLSA.
websites and short texts produced by social media. Uncovel ¢ yentional topic models assume that documents are bags-

topics over large-scale non-uniform texts becomes an imptant S . e . .
task for analyzing network data. However, the existing metlods of-words (BOW), which is a simplified assumption used in

may fail to recognize the difference between long texts and Natural language processing and information retrievalV\BO
short texts. To address this problem, we propose a novel topi assumption has achieved good results for analysis of tpit to
modeling method for non-uniform text topic modeling referred  detection based on machine learning methods [10]. However,
to as self-adaptive sliding window based topic model (SSWTM s assumption ignores any non-uniform structure of csypu

Specifically, in all kinds of texts, relevant words have a clser h the d itv of toDi ifi ds. | hort text
distance to each other than irrelevant words. Based on this SUCN @S the densily o topic-speciiic words. In short 1exts,

assumption, SSWTM extracts relevant words by using a self- because of the sparsity in the corpus, topic-specific worels a
adaptive sliding window and models on the whole corpus. The closer, while in long texts, related words are farther. Ehes

self-adaptive sliding window can filter noisy information and  conventional methods are difficult to adapt to flexible topic
change the size of window according to different text contets. specific word density.

Experimental results on short texts from Twitter and long texts T . trategies h b dopted to deal with h
from Chinese news articles demonstrate that our method can WO major strategies have been adopted 1o deal wi ow

discover more coherent topics for non-uniform texts compaed 0 detecting latent topics from non-uniform texts. Onetsyg

with state-of-the-art methods. changes analysis granularity manually before model itarat
and parameter derivation. The granularity of text inforiorat
|. INTRODUCTION analysis can be divided into a document level, sentencé, leve

or element level. For example, Fang et al. [11] detected
Due to its various application prospects, topic modeling hghe document-level topic words by using weakly supervised
become a hotspot for research and has been widely appliegrethods over the whole corpus, and Chen et al. [12] adopted
social networks analysis [1] [2], public opinion monitagin the LDA allocation for analyzing additional informationat
[3], information navigation [4], bursty events detectioB] [ sentence boundaries in a document. Rao et al. [13] consttuct
and so on. With the rapid growth of social networks, social topic-level dictionary to build a word-level topic dictiary.
network services such as microblogging and news recommefbwever, these corpus modeling methods cannot overcome
dation have produced a lot of unstructured data, especiaie weakness of sparsity within short texts and redundant
non-uniform texts, which include both long and short textsaformation within long texts. Moreover, these methods are
Therefore, discovering latent topics from non-uniformtsex highly dependent on the texts, which is not effective foricop
becomes a challenging task [6]. detection from non-uniform texts. The different density of
Non-uniform texts are prevalent on the Internet environmetopic-specific words should be recognized for non-uniform
t. The two most common types of texts are long texts like newsxts, such as tweets, news articles, and image captions.
articles and short texts like tweets. Given a set of noneumf Therefore, extracting topics from non-uniform texts remsai
texts, the goal of topic modeling is to discover semantjcall challenging task for existing methods [14].
coherent words known as topics, which can be further usedAnother strategy of solving adaptively extracted topicsrir
to represent and summarize the content of the whole corpus-uniform texts is to aggregate additional informatioithw
[7]. Unlike most traditional texts, different lengths okte in  self-adaptive topic extraction. One typical source of #ddal
non-uniform corpus raise challenges for topic modelinggas information is author information when analyzing research
For topic modeling, the well-known topic models includ@aper corpus. Rosen et al. [15] extended topic models to
probabilistic latent semantic analysis (PLSA) [8] and téte include authorship information, which focuses on discever
Dirichlet allocation (LDA) [9]. These two topic models lear ing the semantical content in the corpus. Duan et al. [7]
document-level topics and model documents as a multinomiatorporated link-based importance of documents intoctopi
distribution over topics instead of words by using probabd modeling. Yang et al. [16] treated long texts as the auxiliar



text of short texts such as customer reviews within produistit unable to recognize topics from samples that outside
brief introduction. In a sense, these methods successfally training set. (2)Probabilistic topic modeling. Probatiit topic
capture the latent topics, but rely heavily on data and canmoodels consider each document as a mixture of a set of
alleviate the nonuniformity efficiently. topics, where each of these topics has a distribution over
Unlike these approaches, in this paper, we propose tamms [9]. The challenge of this type of topic models is to
effective topic model that discovers latent topics fromdoninfer the hidden document-topic and topic-term distriong.
and short texts by leveraging an adaptive sliding windoihe typical probabilistic topic models are PLSA and LDA.
mechanism. This method, referred to as SSWTM, is based Dimese two methods infer the hidden distributions with two
a simple assumption that semantically coherent words halifferent ways. LDA gives a prior Dirichlet distribution fo
a highly co-occurrence frequency within a certain semahticeach document-topic distribution, while PLSA assigns actop
distance. Gaining insights from [17], SSWTM models thdistribution separately for each document [25]. (3) Topimdm
word co-occurrence to discover groups of correlated wasds feling based on clustering. This type of topic models present
topic modeling explicitly. We leverage a self-adaptivalisly a simple hypothesis that documents which fall in one cluster
window to solve the problem of different topic-specific werdcontain the same topic. Huang et al. [26] adopted a single-
densities. For a long text, the extraction size is relagil@iger pass clustering method with the Vector Space Model (VSM).
than that for a short text. Through this way, SSWTM can eEhang et al. [27] proposed a text clustering based topic inode
fectively avoid nonuniformity. Due to the self-adaptivedslg by using a word vector to enrich the feature information of
window, SSWTM can filter noise information, which not onlythe texts. In a sense, topic models based on clustering can
improves the quality of topics but also saves calculatioreti handle the ssparsity problem within short texts. Howeves, t
Therefore, our approach can learn topics over non-unifotiype of models are poorly interpreted and require a higher
texts effectively and efficiently. computational complexity.
We conduct experiments on real-world non-uniform text
colle_ctions, including two normal texts, i.e. news articend g Topic models with uniform texts
a Twitter dataset which consists of short texts, to evaloate
approach. A comparison among LDA, BTM, and SSWTM Based on the above description, probabilistic topic models
validates that our method can learn more high-quality spibave better interpretability and expansibility. The mosine
on non-uniform texts. mon type of texts for probabilistic topic models is uniforext,
The remainder of the paper is organized as follows. Segch as news articles and scientific literature. The length o
tion Il reviews related work. Section Il presents our ctare these texts not dramatically changed, and the topic distcib
tive word pair extraction with self-adaptive windowing atie: in the texts is also uniform. Uniform texts are usually long
advantages of method. Experimental analysis for our madel@nd are generally presented as a set of documents with
provided in Section IV. We conclude the paper in Section Vich semantic information for topic detection and modeling
Many different methods have been proposed and evaluated by
Il. RELATED WORK various evaluations to learn latent topic structures fafoum
In this section, we briefly discuss the related work froriexts. Especially, LDA has been widely used in various topic
three aspects: topic detection and modeling, topic modiis wdetection tasks due to its better generalization abilitg an
uniform texts, and topic models with non-uniform texts.  extensibility [28]. Compared to the unigram model [29], i
is based on the assumption that each document is generated by
A. Topic detection and modeling one topic, probabilistic topic models like LDA are less lied
Due to its solid theoretical foundation, topic modeling ha® model a huge collection of normal texts because of the more
been widely studied to detect latent topic structures frongl complex assumption which is adopted by probabilistic topic
and short texts for much further research, such as social comodels that each text is generated from multiple topics.[30]
munity detection [18], news summarization [19], sentiment In recent years, topic models with uniform texts have been
classification [20], recommendation systems [21], useelda extended with many complicated variants and extensions on
collaborative filtering [22] and so on. The main task of topithe standard LDA model from sdifferent points of views.
detection and modeling is to discover latent topic struegurFor instance, for the fake of adaptivity of the number of
efficiently and show the topic words in a reasonable form. topics while dealing with uniform texts, which leads to ses
Topic detection and modeling methods can be categorizigditation- - hidden variables cannot inform hidden structuresa
into the following 3 types: (1)Topic models using matrixexplicitly. Yee Whye et al. [31] solved this inherent praile
factorization. These topic models defined the topic modeliby using a Bayesian nonparametric method, which sets priors
task as factorizing a text data matrix. The matrix represertdn the infinite dimensional space of probabilistic disttibns.
the document-topic relationship. Matrix factorizationtihredls Moody et al. [32] proposed a Dirichlet topic model that lesarn
include Latent Semantic Indexing (LSI) [23], which faci$ dense word vectors based on LDA modeling to improve the in-
the matrix into the multiplication of three matrices, anchno terpretability at the document level. Although the exigtiapic
negative matrix factorization (NMF) [24]. This type of tapi models with uniform texts can capture the topical relatiops
models explain topics from the perspective of probabilitgver text corpus, all these models only deal with normal long



texts and perform poorly in terms of time performance wheaexts [1] or aggregated pseudo-long texts [33], in dealiity w

the dictionary is too large. long texts, the topics are not comprehensive.
All of the previously mentioned topic models can only deal
C. Topic models with non-uniform texts with a single type of texts. In the scenario of non-uniform

Along with extensive studies on social networks, social€X!S: 0ur SSWTM below can model their topical relationship

related texts with non-uniform characteristics are beisgdu effegtively bi; usiqg ahself-aQa%tive sfliding window. In ghi h
in various situations such as long texts like news articles$ aSection, we describe the main idea of our SSWTM approac

short texts like the review comments both at the same websitdy Presenting the self-adaptive sliding window, the topic

Compared to conventional long texts, the word co-occurrif§@d€ling process, and details of the algorithm.
information in short texts is sparse because of the shorjgr Self-adaptive word pair extraction

text length. To overcome this inherent lack and improve the
effectiveness of topic models, many short text topic models
have been proposed. One idea is to apply topic models

uniform texts directly to short texts [1]. Because of theiled over n(_)n—unlform texts.. ) ,
text information in a single short text, this method is not Inspired by BTM, which alleviates the sparsity problem of

effective. The most common method is to aggregate pseu(?‘l"l?'—Ort texts by Ie_ar_n_ing the_ fopics at the corpus Ieyel (171,
long text for short text before inference. For example, Yaan We @dopt the definition of disordered word pairs, which keep
al. [33] proposed a pseudo-document based topic model ti3f"¢ cg_—occ(:jurregce |gforr_r1at!or:1. From the szmantlc point of
aggregates related pseudo-documents implicitly for sieats Y'€W» & disordered word pair with a certain word co-occuceen

against data sparsity frequency has a better similarity and relevance to show the

Meanwhile, whether it is direct application or pseudo—lon{%?g'cal relationship. Although the co-occurring patterss

text aggregation, these approaches were not designeddor rd p:lrl_s pelrformt b(tettgr (I)n ks_hort dtext;s, E{Ee perf(?]rmance
situation that long and short texts are mixed. Qiang et ] [3On modeling fong texts 1S lacking due fo theé much more
sufficient content and noise information. Therefore, using

proposed a topic model for heterogeneous texts to allethige - . . ) .
problem with an assumption that each long text deals Wiﬂ)l(ed sliding window size to extract related word pairs wid b

multiple topics and each short text only contains one topigverly dependent on local co-occurrence information which

But this assumption is too simple to capture the word C(S(_aduces the quality of topics especially in the case of long

occurrence information. Especially, the auxiliary infation texts. Therefore, our work is based on the assumption that

like pseudo-documents that [34] leverages is only effectit® more similar words are the closer the semantic distance

when the pseudo-long texts are closely related to the shbor.te.aCh qther n nc_)n-unlform texts. _\Ne.adopt a self—adaptlve
texts. This requirement is not always met. sliding window, which has a dynamic size of the window to

In this paper, we focus on topic learning with non-uniforrr(?)(traCt more related words and filter some noise.
' The “word pair” in this paper denotes an unordered word

texts that has not been explored before. Especially, we acroe—occurrence attern in non-uniform texts. Accordinghe t
inspired by the Biterm Topic Model (BTM) [17] which mod- P o e gn

g text length and density in the current time slice, the size of
els over the whole corpus rather than individed documer}ﬁse sliding window. that is. the aranularity of the unordbre
separately. Motivated by BTM, it is reasonable to alleviaie 9 ' ' 9 y

sparsity problem of short texts through a self-adaptiveirslj yvorq pairs is given. This process alleviates the nqnumftyrm
) . in different text lengths and reduces the complexity of nhode
window on the whole corpus based on word co-occurri

n .
information within the collection of non-uniform texts. ©u c,%mput.atm.n. For example, when a '°T‘9 text has a _Iqrger
experimental results will demonstrate that our method Cgrr]opomor_] in the non-uniform corpus W't.h a smaller sliding
perform better than other baseline methods with non—um'forWlndow size, we can not get m_ult|pl_e topics due to the much
texts. more local |nformgt|on. The topics will be repeatable andeha
much more limitation to find the global knowledge due to the
longer distance among related words in long texts. Theeefor
using the self-adaptive extraction mechanism will promote
model flexibility.

The preceding analysis shows that the existing topic models , ) i )
can not cope with the nonuniformity with the scenario th&t- Local topic modeling and global topic modeling
long and short texts appear at the same time because of thi order to preserve the temporal characteristics withediff
lack of versatility and applicability. For example, unifioitext ent topic densities, we need to analyze the importance of the
topic models, such as PLSA and LDA, consider a documentttipic modeling process. The topic modeling process could be
be composed of multiple topics and each topic consists of muégarded as a choice between local topic modeling and global
tiple related words. On this basis, various kinds of ex@msi topic modeling.
have been proposed by incorporating external informatien | Local topic modeling learns topics from a document col-
authorship [35], and purchase information [36]. For shextt lection divided by timestamps firstly, then obtains topicds

topic models, whether directly applied to conventionalmak with time characteristics, while global topic modeling ries

Before presenting the details of our method, we firstly show
main idea of the self-adaptive word pair extraction pssc

1. SELF-ADAPTIVE SLIDING WINDOW FOR NON-UNIFORM
TEXTS



topics over the whole document collection firstly, and theasV /N4, the distribution of the size of a self-adaptive sliding
divides topic words based on the time characteristics window W L, could be represented &= {m, 2, ..., mas }.
documents. [37] showed that local topic modeling can betterFormally, we present the generative process of SSWTM in
discover the emergence of new topics and the extinction Qfgorithm 1. Here, to obtain the distributia, we use Dirich-
old topics, and can find the relationship among topics. On ths prior hyperparameters and 3, respectively, and use the
contrary, the global topic modeling focuses on the accuddicy hyperparametey as a prior for distributiodl. The first step is
topics obtained. to perform preprocessing, on Line 1 of Algorithm 1. Steps 2 to
We adopt local topic modeling because our corpus Bcorrespond to the processes of generating topic disitvibut
about real events with time characteristics. We cut thew®rpO® and topic-word distributiodl, as shown on Lines 2 to 5 of
according to timestamps in advance, which is a preproogssiigorithm 1. Step 4 corresponds to the process of obtaining

for our model. the size of the self-adaptive sliding window, on Line 7. As
stated at the beginning of this section, for each document,
C. Model description we use a self-adaptive sliding window to extract word pairs.

Different from the majority of the generative topic model4\fter preprocessing, a document can be represented. as a word
which simulate the process of document generation, SSW-[?\t;Iquencei_Fh: {:f’l’ er’]"" Wi, wif’ ""wrf]\’}'l,;‘_’herezf’idd'mzrs
is based on the entire relevant word co-occurring pattems O™ @;- Therefore, the size of each sliding windaw Lq
non-uniform texts. Through this document level modelinthwi can be calculated with the number O_f the unique words_ in the
word pairs, SSWTM improves the way of discovering relevar?f"][elrl]t document, referred & N,. This process is described
word pairs, enhances the accuracy of topics, and retaires tiffp 10NOWS:

characteristics. In this subsection, we present the detdil WLg=~+WNgy (1)
the model, including preprocessing, local topic modeliely-s
adaptive word pairs extraction. This self-adaptive sliding window still introduces noisends,

Given a non-uniform text collection, as described in Sewhich is a widespread problem with window-based methods.
tion 111-B, the collection divided by time characteristicen- We introduce a unique word threshole,, referred as
tains the length information for each document, which wél bFre.,, = n,,/W wheren,, denotes the number of the word
used to produce the size of a self-adaptive sliding windo@ppearance an@V’ denotes the number of unique words in
Then we obtaini¥’ unique words over the whole corpus bythe whole corpus. This threshold is to control the extractio
one scanning process with the self-adaptive sliding windowi word pairs and to determine whether to adopt each word in

that is controlled by a hyperparametgr a word pair. Step 5 draws word pairs according to the size of
the window, on Line 8 of Algorithm 1. By using this threshold
Fre,, for limiting the word frequency, we can reduce the time
- ., and space consumption of the model in the iteration process.
M Step 6 draws the topic distribution over word pairs. On Lines
10 and 13, we firstly draw a topic distributiah, and then
@ @ draw the topic-word distributio for each word in a word
N pair.
% Following the above procedure, we can write the probabilis-
@} K tic distribution of a word paib; conditioned on®, ¢, andIl

in a self-adaptive sliding window as follows:
Fig. 1. The generative process of SSWTM. Each node in thehgiepotes
a random variable. A plate denotes an iteration of the modiliwit. The
bottom right corner of a plate shows the number of iteratik@cesses.

M=

P(b|97¢77r> = P(wiawjaz = k|97¢7ﬂ->
After this preprocessing, we get a corpus withh doc-

uments, expressed ab® = {di,da,...,dy}. SupposeD

containsN word pairs, referred a8 = {b,bo,...,bn}. The =

graphical representation of SSWTM is shown in Fig. 1. Let

z € [1, K] be a topic indicator variable. Then the topics could

be represented as &-dimension multinomial distribution

O = {01,04,...,0k} over W unique words, referred as =

P(z). 0, = P(z = k) expresses thé-th topic probabilistic

distribution overW unique words with® = {6, }X . We . .

let the topic-word probabilistic distribution b2(w|z) with ~ Given the hyperparameters 3, and~, we can obtain the

a K x W matrix ® where thek-th row represents thé- Probability of b; by integrating ove©, ¢, andII:

th topic probabilistic distribution oveW/ unique words with

K
rw, P(w]z = k) and 3,7, ér. = 1. Moreover, given the 5, _ // 9 10dedll (3
length of a word sequence in a document collection, referred (bilex, B,7) ; ke Ph,wi Phew; T 3

B
Il
—

M=

P(z = k|0k, i) P(wilz = k, Ppw,) -

g

(wilz =k, ;) 2

M=

ek(bk,wi(bk,wjv Tk

=~
Il
_



Taking the product of the probability of a single word paie w By integrating each random variable in Equation 5, we
obtain the likelihood of the whole non-uniform text colliect: can get the marginal probability distribution féf, ¢y, .,, and

N K 7. For 0y, D = {di,da,...,dp}, its marginal probability
P(Bla, 8,7) = H//Zekék,wq,¢k,wﬂrkd@d@dﬂ (4) distribution could be obtained by integrating ower,,, and
i=1 k=1

Tk - K (d) \n®
P(0k]-) oc [T (0375) >+ (6)
k=1

Algorithm 1 Self-adaptive sliding window based topic mod-
eling for non-uniform texts
Input: number of topicg¥, a, 3, v, and document collection
Output: ©, ®, andIl
1: Divide the collection of documents by timestamps=

where n,(;% denotes the number of times word pairs are
assigned to topi& in documentd.
For ¢x ., w € {1,2,..., W}, its marginal probability distri-

{0y, oy chr ) bution is: -

1,02,..,00 5 ()

2: Draw 0~ Dirichlet(a); P(¢k711)|-) X H H (¢]§TZ}7B> kw518 (7)
3: for each topicke[1, K] do k=1w=1

4 drawgy, ~ Dirichlet(5); Wherenffll,zu  denotes the number of times wolid is assigned
5: for each documende[1, M] do to topic k in documentd.

6 WLy =WN;+vin Eq. 1 For 7, its marginal probability distribution is:

7: draw word pairs\; 1, w; ») according toWLy; K @,

8: for each word paib; € B do p(mil) o [ ] (mw,l(d)) "+ (8)
o: draw z; ~Multinomial(f); k=1

100 draww;i, Wi» ~Multinomial(-) where n\’). denotes the number of times word pairs are

assigned to topid in documentd, which reflects the length
of documentd.
According to Bayesian rules and conjugate properties of

To estimater, 5, andy, which control the topic distribution p;jepiet these counts are used to estimate distributigns
©, the topic-word distributior, and the self-adaptive sliding 5.4+ as follows after convergence:

window sizell respectively, we compute posterior probability ng + o

D. Parameter estimation

P(z|B), that is, the conditional probability of topics under the Or = Np + Ka ©)
obtained word pairs. S

In order to reduce the computational cost, we use an Okw = wlk T2 (10)
approximate inference method. The most common approaches ' .y + W5
are sampling and variational inference. In this paper, we e = ngYy (11)
adopted Gibbs sampling and Markov chain to obtain samples Np + K~y

randomly and compute the conditional probability throudh ag Comparison with text topic models

posterior values except fa;. Therefore, the total conditional . . .
probability is represented as follows: For better understanding the idea and generative process of

P(z; = k, b;|z—i, B—i, o, 8,7) SSWTM, we compare it with two typical text topic models,

P(z; = k|2, B) = Pileon, Bor s ) i.e., LDA [9] and BTM [17] in this section. Fig. 2 shows a
P(x B](;E V;“ T graphical representation of these two models. Latent Blgtc

= —7 (5) Allocation (LDA) is a typical topic model proposed by Blei

P(z-i, Bla, 8,7) et al. with bag-of-wordsassumption. Based on bag-of-words,

_ P(z, Bla, B,7) LDA assumes that a document consists of multiple topics from
P(z—, Bila, B,7) P(bila, 8,7) a perspective of document generation. First, LDA randomly
P(z; = k,bila, 8,7) samples a topic distributiofy; according to Dirichlet random
P(z-i, B=i]o, 8,7)) sampling controlled byy, then gets the words in a document
X (N + @) (N i + B+ 1) - according to the topic-word distributiony ., controlled by
(Mo, &+ B)Y 5, and then randomly samples the words are assigned to the

topic by usingS,. The generative process of LDA is shown
2p (it + B+ D) (i + 5) ionig. 2(1). It shows that each wl?)rd is assigned to a topic
which z_; denotes topic distribution over all word pairsand the topic which assigned to the word is produced by the
exceptb;, B—i denotes all word pairs except, n; , denotes corresponding topic probability.
the number of times that all words assigned to tdpexcept  The generation process of LDA in accordance with the
word pairsb;, n_; ., IS the number of times wora, is generation process of a document, but it is highly dependent
assigned to topi& except word pair$;, B is the number of on the document structure, and the assigned topic of a word
word pairs of all documents, anld” denotes the number of depends on other word assignments in the same document. For
unique words over all documents. short texts which lack co-occurrence features and textleng



(o)— (0) @ 0 TABLE |
BASIC INFORMATION OF DATASETS

Dataset SSC AlphaGo Obama
#Unique Words 3970 44260 144071
Average Text Length 548.45 62628.81 85948
(B o @@ @ #Avg Word Pairs in BTM | 7567.32 887849.00 139.73
K K #Avg Word Pairs in SSWTM| 1816.05 466012.67  98.02
No No 035

(€5) (2) 03

0.25

Fig. 2. Graphical representation of (1) LDA, and (2) BTM. Ramde in each
graph denotes a random variable. A plate denotes an iterafishe model 0.15
within it. The bottom right corner of a plate shows an itevatprocess. 0.1

0.05

LDA could not accurately reflect the latent topic structuari o e,
the sparse texts. Therefore, we adopt the idea that modekng Document Length
whole corpus rather than each document directly. For normal Fig. 3. The document length distribution of SSC dataset
long texts, the order of the words can not be reflected because *
of bags-of-wordsso that we can not understand topic changes 20
in different time slices. & o1
Biterm Topic Model (BTM), illustrated in Fig. 2(2), models 005
on the whole corpus based on the mixture of unigrams and
LDA, but with non-uniform texts its performance is not good  ocumentLongth - rg
especially in the situation that normal long texts occupy a
large proportion. As a result of the iterative calculatiomda
modeling of all word pairs in the sliding window, too much Before modeling over these datasets, we remove mean-
noise data is introduced, which leads to the decrease of tojsigless words such as stop words, website addresses, low-
quality and the efficiency of BTM. frequency words, and punctuations to reduce noisy datarnwith
In a sum, the major trouble of LDA and BTM lies inthe whole corpus. Then we divide the corpus by timestamps
the lacks of flexibility. Our approach alleviates the spgrsito get a local corpus collection, and also a global corpus tha
problem within short texts and filter more reasonable words not cut by timestamps.
assigned to topics by using a self-adaptive sliding window. _ ) )
Meanwhile, by filtering noise words, SSWTM improves topi®- Experimental settings and evaluation

0.2

Percent

Fig. 4. The document length distribution of AlphaGo dataset

quality and the efficiency of iterative computing. We compare the proposed approach with LDA and BTM.
The reason why we choose these two methods as baselines
IV. EXPERIMENTAL ANALYSIS lies in (1) baseline LDA is a typical topic model to deal with
normal long texts; and (2) baseline BTM is a novel topic
A. Databases model to deal with the sparsity problem of short texts and

In the experiments, we use three datasets to evaluate teadels over the whole corpus rather than each document.
modeling effectiveness of LDA, BTM and our approach oveifter preprocessing, we can validate whether our method is
non-uniform texts: (1)the South Sea of Chiné€SSGQ news more effective and more accurate than other methods through
dataset crawled from a popular Chinese social news wépsitéie evaluation. In the experiments, topics are referred as a
(2) AlphaGonews dataset crawled from a Chinese social new8llection of relevant words. For LDA, we use the open-seurc
websité according to keyword “AlphaGo”; (3) Tweets abouimplementation package LDAGibbsSampfipngnd for BTM,
Obama President Election, referred as “Obama”, a typic4e use the open-source implementation BTM
collection of short texts used by [38] that provides 112155 The parameters, 3, andy were determined via grid search
tweets sampled from November 2008 to November 20090 the smallest dataset (SSC) in our experiments with each
Besides its content, each tweet includes a timestamp. I[Det@arameter in{0, 0.01, 0.1, 1, 1P to find the best ones.
of these datasets are listed in Table |. On @eamadataset, We finally seta = 50/ K, where K denotes the number of
we divide the dataset by month based on the timestamp of e&epics, 5 = 0.01 and~ = 0.09 oni.e. SSC~ = 0.0001 on
tweet. Therefore, we can do local topic modeling on the texédphaGoand Obama We setK from 5 to 20 respectively. In
with same time characteristics. In Fig. 3 and Fig. 4, we et t all methods, Gibbs sampling was run for 1000 $8Cand
document length distribution &SCandAlphaGodatasets. We 100 iterations omAlphaGoand Obamaconsidering these two
can see thallphaGohas a larger document length and a largélatasets are too large. The results of the experiments\aa gi
number of documents. This explains more time consumptiti Section IV-C.

on AlphaGothan SSCfor each text modeling method.
2https://github.com/yangliuy/LDAGibbsSampling

http://www.sina.com.cn Shttp://github.com/xiachuiyan/BTM



TABLE Il

TOPICS EXTRACTED FROMSSCDATASET WITH K = 10. THE FIRST ROW LISTS THE TOP20WORDS WITH HIGHEST PROBABILITIES WHILE THE SECOND
ROW LISTS NON-TOP WORDS RANKED FROML91T0O 200

LDA [

BTM

SSWTM

China/America/arbitration/about/
Japan/foreign minister/claim/

the Philippines/dispute/Sinapore/
Australia/case/Russia/report/result/
but/strategy/Chinese/statement/country|

China/the South Sea of China/America/
artitration/aboutASEAN/Japan/

foreign minister/claim/the Philippines/
dispute/Singapore/Australia/case/Ruassia/
report/result/Chiese/country/region

China/the South Sea of China/America/
atbitration/abouASEAN/Japan/

foreign minister/claim/the Philippines/
dispute/Sinapore/Australia/case/Russia/
report/but/result/strategy/Chineg8/

means/direction/Tsingtao/destroyer/
commandegnviro/patrol boat/Yazhou
Liu/ocean/environmen/not only/Nationall
Defence University/plan/revolution/time
capacity/formation/cautious/some/true

revolutionchangéAmerica and Japan/

2016/further/deploy/intention/international
community/edition/policy/Chian-US/these/
profit/viewpoint/Beijing/guided missile/Ree
Tablemount/Security Bill/hyperpower/army

Chinese armythe Philippines/futher/
deploy/Asia-Pacific/premier/international
law/declaration/2016/activity/South
China Sea/intention/illegalit@hina-US/
and/edition/policy/world/exchangédrea

TABLE Il

TOPICS EXTRACTED FROMALPHA GO DATASET WITH K = 10. THE FIRST ROW LISTS THE TOP20WORDS WITH HIGHEST PROBABILITIES WHILE THE
SECOND ROW LISTS NONTOP WORDS RANKED FROML91T0 200

LDA [

BTM [

SSWTM

Al /alphago/human/Go/Lee Se-dol/
machine/robot/China/Goole/development
intelligence'technique/competition/domain
chess playefcompany¢hesginvestment/
man vs.machine

Al/alphago/human/Go/Lee Se-dol/
robot/China/Google/development/data/
intelligence/technique/domadatiess
player/chesgcompany/future/investment/
problem/capacity

Al/alphago/human/Go/Lee Se-dol/
machine/robot/China/Google/development/
intelligencetompetition/technique/domain/
chess player/chess/company/future/
investment/problem

victory/Hong Kong/automobile/player/
black/neural networlka/boost/premier/
Chen/vr/Zuchkerberg/thanks/China Japan
and Korea/Wan Ganyl/EU/QiaolLi/
Heng

hedging/the public/manager/three
countries/rise/in favor of/university/earnings
Kunlun/individual share/plate/kinetic
energy/China-US/productivity/share/capital
this/stabilization/China Japan and Korea/
Go piece

simplify administration/Russia/cross-

/ Straitspensionregion/divergence/danger/
peasant/Wanwei/three counties/meeting/
the public/minister/Kunlun/quiz/
kinetic energy/China-US/productivity/
share/achivement

TABLE IV

TOPICS EXTRACTED FROMOBAMA DATASET WITH K = 10. THE FIRST ROW LISTS THE TOP20 WORDS WITH HIGHEST PROBABILITIESWHILE THE
SECOND ROW LISTS NONTOP WORDS RANKED FROML91TO 200

DA [

BTM

[ SSWTM

obama/president/tcot/barack/nobel/
peace/prize/health/news/care/speech/
house/michelle/video/white/plan/people
administration/today/don

obama/president/tcot/barack/nobel/

obama/president/tcot/barack/nobel/

peace/health/prize/news/care/speech/
/ house/michelle/video/white/plan/peoplg
administration/ today/don

peace/health/prize/news/care/speech/

2/ house/michelle/video/white/plan/people/

administration/ today/don

cariohotre/Ghanajoker /iranian/
iranelectionfly/chavez/judge/sotomayor
jersey/hood/police/supreme/muslim/
results/arts/inauguration/hbo/certificate

qualify/supremédéw/Mashable/deserve/
courttongratemortgage/lrag/beer/
awarded/awarded/opinion/birth/HLN1/

Wilson/travel/HIV/Olympics/approval

Rio/interrupts/IOC/audio/bidéligioncrazy/
low/2016/AIDS/pitch/moon/Olympics/
deserve/election/congrats/mortgagees/
NJ/marijuana

The SSCand AlphaGo datasets are representative of nomf the topic is represented as the median of all RMI(w,).

mal long texts, and the Twitter datas®@bamais a typical

collection of short texts. We aim to evaluate the quality & as follows:

the topics extracted in the situation that two types of texts

exist at the same time. We evaluate the quality of topics

through topic relevance, that is, the more frequent a wo

co-occurrence pattern shows on a topic,

the topic has. We adopt an external topic evaluaRomtwise
Mutual Information(PMI) [39], which measures the coherenc
of topics based on the highest probability of the fiFstvords
through pointwise mutual information. PMI evaluates eaclg
topic model by using an external text source, i.e., Wikiped

for English corpusObamaand Baiké for
SSCandAlphaGa

Given the number of topicK, we choose the highest

the higher releva

Chinese corpora

PMI(k) =

In this paper, we use another equation to measure PMI of topic

1
N(N —1)

>

1<x<y<T

PMl(wz,wy)  (13)

mﬁere P(w,,w,) is the probability of a co-occurring word
"air (w., w,), and P(w,) is the probability of the wordy,
estimated empirically from the external datasets. To atelu
fhe quality of topics from every method, we Jeto 5, 10, 20,
respectively withK € {5, 10, 15, 20, 25, 30}. After computing

MI for each topic and normalizing PMI, we measure the
huality of topics with the average value.

C. Experimental results and analysis

To evaluate the quality of all topics in LDA, BTM, and

probability of the firstT words in each topic, PMI betweensswTMm, we firstly perform visual comparisons among them
and then use PMI to compare topic coherence of the three

each word pair is given as follows:

PM'(wza wy) = log 1%

wherex # y. Given each PMl,, w,) of a topick, the PMI

4http://baike.baidu.com

zye{l1,2,...,T} (12)

methods.

1) Qualitative comparisonin SSWTM, K topics are re-

garded as a probabilistic distribution ovBr unique words.

The number of topics chosen for LDA, BTM, and SSWTM is
the same/ = 10. We collect top 20 words in each topic into



TABLE V
PMI oF LDA, BTM AND SSWTM

Number of Topics K =10 K =15 K=20 K =25
Dataset | Method Top5 [ ToplO [ Top20 Top5 [ ToplO | Top20 Top5 Topl0 [ Top20 Top5 Top10 [ Top20
LDA 29.63% | 39.38% | 36.57% | 24.65% | 42.52% | 37.15% | 30.14% | 41.20% | 31.08% | 26.30% | 40.06% | 33.20%
SSC BTM 52.26% | 78.53% | 80.71% | 40.58% | 80.03% | 81.10% | 52.63% | 72.76% | 80.18% | 52.53% | 78.15% | 79.20%
SSWTM | 64.226 | 89.46% | 92.086 | 60.030 | 87.2% | 88.326 | 57.926 | 81.580 | 83.3%6 | 59.436 | 79.4%6 | 85.0%%

LDA 14.19% | 23.13% | 24.69% | 17.59% | 18.93% | 24.72% | 12.74% | 19.61% | 28.19% | 15.48% | 25.22% | 26.22%
AlphaGo BTM 34.33% | 53.97% | 66.07% | 35.42% | 56.38% | 63.69% | 39.88% | 56.65% | 65.06% | 40.65% | 60.19% | 67.98%
SSWTM | 38.88% | 55.99% | 69.89% | 35.800 | 57.40h6 | 68.3% | 47.9%% | 615646 | 68.3%% | 42.1P6 | 65.386 | 74.68%

LDA 25.80% | 34.62% | 43.28% | 26.84% | 32.51% | 44.07% | 22.92% | 32.93% | 40.89% | 23.13% | 32.12% | 35.59%
Obama BTM 34.08% | 66.82% | 85.06% | 33.81% | 69.32% | 86.74% | 36.87% | 69.61% | 90.60% | 35.22% | 71.08% | 91.67%
SSWTM | 38.78% | 83.8% | 98.0% | 42.626 | 75.306 | 98.926 | 40.1%6 | 77.6P6 | 96.1%% | 42.786 | 78.366 | 95.67%

a topical word set for each method individually. Table l11'&lso in the second row, which can reflect the coherence of topic
the topics extracted by LDA, BTM, and SSWTM individuallywords, shows that the topics learned by LDA include some
For a topic with high quality, the top words should reflect theoise words, such as “notre”, “joker” and “fly”. And non-top
main effects according to the topic while the non-top wordsords learned by BTM and SSWTM have several same words.
should be coherent to the top words as much as possitieit the result in BTM has overlapping parts, such as “award”
In Table Il, the first row lists the top 20 words with highesand “awarded” which point to the same event. The result in
probabilities over the&sSCdataset, while the second row listsSSWTM includes more related words to topic “Obama”, such
non-top words ranked from 191 to 200. All Chinese words fas “religioncrazy”, “crimes” and “marijuana”, showing tha
display have been translated into English. SSWTM is much more competent to discover different aspects
Table Il shows the extracted words for topic “the South Sext events related to the topic, such as religion, intermatio
of China”. According to the top-20 words, we can analyse thmolitics, and social security.
quality of the extracted topic words. We find that “China'hét ~ Through the above visual comparisons, our method has
South Sea of China”, “arbitration” and some country namdetter flexibility when dealing with non-uniform texts, and
are shown in the first row for each method. However, concan learn more accurate and more comprehensive topics due
paring BTM and SSWTM to LDA, we find that LDA missesto the self-adaptive sliding window which is better adapted
some important information like “ASEAN”. Comparing BTM alternated text length to discover topics, and take int@ast
to SSWTM, we find that the focuses of them are differenthe corpus size and word co-occurrence patterns.
BTM focuses on the depth of the topics, such as “country” 2) Quantitative comparisonin order to quantitatively an-
and “region” which could reflect the scope of the event, whilalyze the experimental results, we use PMI to evaluate the
SSWTM focuses on the temporal causal relationship, that ggjality of topics discovered by each method and show the
the comprehensiveness of the topic, like “25”. The secomd ragesults in Table V. As described in Section IV-B, PMI reflects
in Table Il shows the non-top words for each method rankede degree of relevance among topics and so is a good indicato
from 191 to 200 which could be referred as the coherent®evaluate topic models. We express PMI of each method as a
of the topics. The higher the non-top words related to thEercentage in Table V after normalization. We set the number
topics, the higher quality the topics have. LDA covers a $enal of topics K from 5 to 30 and list results of each method with
topic range and has some noisy words, such as “not onliyie number of topics from 10 to 25 due to space limitation.
and “enviro”. BTM also has the problem of duplication offThe number of words in each topic is from 5 to 20.
topics, such as “revolution” and “change”, and has too muchFirst, we can see that SSWTM performs significantly better
military-related content. SSWTM covers the military-teldh than LDA on the three datasets. BTM also learns more
and international situation and other aspects of the egenhy relevant topics than LDA, but the improvement is less than
as “Chinese army”, “China-US” and “Korea”. SSWTM. Especially, SSWTM achieves PMI 92.04% on the
Table 11l shows the topics with “AlphaGo”. In the first rowSSCdataset which means the topics learned by SSWTM are
of Table IlI, the comparison among LDA, BTM, and SSWTMmuch more relevant than LDA, which achieves 36.57%, and
shows that each method has a different focus, such as LIBAM, which achieves 80.71%. Secondly, we can find that
and BTM are concerned about the event itself while SSWTMDA, BTM, and SSWTM all perform best on th®bama
is concerned about the nature of event, such as competitilagaset, and their performance AlphaGois relatively poor.
events. In the second row, the noisy words in LDA, such &or LDA, this is because the lack of discovering word co-
“Ma” and “Chen”, which represent simple Chinese surnamesgcurrence information in short texts, but the large number
show low quality of the topics. The comparison between BTMf short texts likeAlphaGo can alleviate this problem. For
and SSWTM shows that SSWTM can learn comprehensiBdM and SSWTM, the results o@bamaare best because of
content of the topic event, including finance like “share’the stronger word co-occurrence information in short texis
politics like “Russia” and “region”, and people’s livelibd limited word co-occurrence information in long texts i8&C
like “pension”. However, the huge number of short texts reduces the quality
In the first row of Table 1V, it shows that LDA, BTM, and of topics onAlphaGobecause of the huge number of word
SSWTM have similar results with topic “Obama”. Howeverpairs it produces in the iteration process. Our method SSWTM
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Fig. 5. Time cost comparison on (a) SSC dataset, (b) Alpha&iasdt and (c) Obama dataset wikhfrom 5 to 30 andl” = 20, respectively.

incorporates the word co-occurrence information by madeli with long texts, the efficiency of each method is related to
on the whole corpus with temporal information so that we cahe size of the corpus. When the size of the corpus is small
filter some of the low-quality word pairs to improve PMI thar(i.e., SSC), through a certain number of iteration proctss,
BTM and save some of the time cost. time consumption difference among these three methodd is no
3) Topic evolving: After analyzing topic coherence andvery large. When the corpus is over a certain scale, the time
topic quality, we also try to investigate on topic evolvingonsumption will be huge if BTM is adopted which extracts
according to timestamps. Fig. 6 illustrates the topics @& thoo many word pairs with noise.
Obamadataset from Nov 2008 to Oct 2009 with = 10.
The reason we choose this dataset is that the topics over V. CONCLUSION
Obamaare closely related to the real event during this time This paper has attacked a problem of learning topics over
sequence, which makes it easy for us to verify the resul@n-uniform texts that consist of both long and short texts,
The higher probability the topic has, the more important thghich can be learned through neither normal long text models
topic is. We present the highest probability of five topic der nor short text models. Hence, we presented a self-adaptive
below the curve. We can find that these words are all relateliding window based topic model, referred to as SSWTM, by
to “obama”, “barack”, and “president”, which are coheremt tmodeling the whole corpus which includes both long and short
the dataset. And the curve reaches its peak in November 20@8s through jointly considering the text length and woed ¢
and December 2008. During this period, the election endex;currence information. The main idea is based on an assump-
and Obama elaborated his economic revitalization planghvhition that the more similar the semantics of a word pair, the
has been widely concerned. closer distance the word pair has. Experimental resultsoor n
uniform text datasets, which include two Chinese normadjlon
texts datasets and a short text dataset crawled from Twitter
have demonstrated that our method outperforms the baseline

obama

Zor boradk methods LDA and BTM. Besides, our method SSWTM is
Gos naug rationb more efficient than LDA and BTM on both long and short
gos on ok ama texts. All these benefits make SSWTM a better choice for
o 04 glpky;y I et non-uniform text analysis and topic modeling applications

house tcot
michelle

such as social network analysis, public opinion monitoring
and information navigation.

KU U This paper has focused on non-uniform texts and learning
& F @ W = ) o * . f H T
Date latent topics over non-uniform texts effectively and eéiuily.

Fig. 6. Topic evolving ovelObamadataset according to timestamps fromThere are perspectives for improvment. For the improvement
Nov 2008 to Nov 2009 of our algorithm, we would like to evaluate our method on
4) Efficiency comparisonTo demonstrate the efficiency ofmore datasets including both long and short texts and find
LDA, BTM, and SSWTM, we plot the time cost of thesepossible evolving relationships among topics. For appibos,
three methods in Fig. 5 on th&SC, AlphaGoand Obama we would like to use high-quality topics for event predictio
datasets with” from 5 to 30, respectively. Fig. 5(a) shows theather than the characterization of an event that has cadurr
time cost on these three datasets. We can find that on normal
long texts, LDA costs more time than BTM and SSWTM. ACKNOWLEDGMENT
Through Fig. 5(b) and Fig. 5(c), we can see BTM costs This research is supported by the National Key Researh and
much more time than LDA and SSWTM, which means BTMDevelopment Program of China(No. 2016YFB1000900), the
sacrificesefficiency to improve the quality of topics. ESpig  National Basic Research Program of China(973 Program)(No.
when the number of topics is 30, BTM costs much mor2Z013CB329604), the National Natural Science Foundation
time, while the time cost of LDA and SSWTM increasesf China(No. 61229301), and the Program for Changjiang
steadily with the increase in the number of topics. Comparis Scholars ans Innovative Research Team in University(PTSIR
between Fig. 5(@) and Fig. 5(b) shows that when dealirg the Ministry of Education of China(No. IRT13059).
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