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ABSTRACT

Recently, the task of automatically generating a textual de-
scription of a video is attracting increasing interest. The
attention-based encoder-decoder framework has been exten-
sively applied in this domain. However, compared with
other captioning tasks, such as image captioning, video cap-
tioning is more challenging because semantic information
among frames is hard to be extracted. In this paper, we pro-
pose a reviewing network (REVnet) to reconstruct the pre-
vious hidden state, which is combined with the conventional
encoder-decoder framework. REVnet brings backward flow
into the caption generation process, which encourages the
hidden state embedding more information and enables the se-
mantics of the generated sentence more coherent. Further-
more, REVnet can regularize the attention mechanism within
the framework, which encourages the model better utiliz-
ing the semantic information extracted from multiple differ-
ent frames. Our experimental results on benchmark datasets
demonstrate that our proposed REVnet has a significant im-
provement over the baseline method. Furthermore, we use a
reinforcement learning method to finetune the model, and get
better results than the state-of-the-art methods.

Index Terms— Video Caption, Backward Flow, Atten-
tion Mechanism, Reinforcement Learning

1. INTRODUCTION

Generating a textual description of a video is a task to link
video with language, which has received increasing attention
in computer vision communities. Different from image cap-
tioning which generates caption from one still picture, the in-
put of video captioning is a set of frames. As the interrelation-
ship between frames is hard to be learned, video captioning is
a more challenging task.

Recent work is primarily based on an encoder-decoder
architecture to build the mapping from visual contents to
words [1, 2]. Specifically, an encoder (CNN or RNN) takes
video frames as input and extracts a compact video represen-
tation. Then the video representation is fed into decoder RNN
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to generate sentence word by word. Additionally, [3] sug-
gested to dynamically select multiple visual representations
based on temporal attention mechanism which is driven by
previous hidden states from the decoder.

Based on the previous work and our observations, we
summarize the problems that need to be addressed in this task.
Firstly, rich semantic information needs to be extracted, and
the contribution of each dynamic semantic fragment within a
video should be assigned appropriately. Secondly, the caption
generation process needs to ensure syntactic relevance of the
generated sentence, and requires modeling the relationship
between adjacent words. However, the conventional frame-
works only consider forward flow (previous word to the cur-
rent word) in the caption generation process. As words within
a sentence interact with each other from the beginning to the
end, current information should also restrict the previous state
in turn.

In this paper, we bring information from current to the
past by rebuilding the previous hidden state. Firstly, as the ad-
jacent hidden states within the decoder have a close relation-
ship, we use the current hidden state to reconstruct the previ-
ous one, which can not only encourage the hidden state to em-
bed more information, but also enable the semantic meaning
of generated sentence more coherent. Secondly, the current
input of the decoder is an attention-based visual representa-
tion vector, which is generated according to the previous state
of the decoder. We propose to reconstruct the previous hidden
state with the current input, which can regularize the attention
mechanism and encourage a better assignment on the contri-
bution of multiple different visual representations.

In this paper, we propose several different implementa-
tions to reconstruct the previous hidden state in the decoder.
Our main idea is to bring backward flow to the decoder
and encourage the attention mechanism getting a more fo-
cused context vector. Furthermore, the reinforcement learn-
ing method is utilized for a better performance.

The main contributions of this paper can be summarized
as:

1) We propose to bring backward flow in the decoder to



strengthen the relationship between adjacent words and get a
more coherent semantic representation.

2) We encourage the model to find a better contribution
assignment on visual representations which lead to a more
accurate result.

3) We utilize the reinforcement learning method to fur-
ther optimize our model and get a better performance than
the state-of-the-art methods.

2. RELATED WORK

In this section, we introduce two types of methods that used
in visual captioning and some reinforcement learning works.

2.1. Template-based Approaches

Template-based methods predefine some sentence generation
templates and specific grammar rules. Words are detected
from the visual content to produce the final description with
predefined templates. For example, [4] proposed to describe
human activities based on concept hierarchies of actions. [5]
formulated video captioning as machine translation problem
and learned a CRF to predict the semantic representation. A
semantic hierarchy was defined in [6] to learn the semantic
relationship between different sentence fragments. [7] ex-
ploited both statistics gleaned from parsing large quantities
of text data and recognition algorithms from computer vision.

2.2. Sequence Learning Approaches

As templates limit the ability of the model to express, encour-
aged by the development of deep neural networks, sequence
learning approaches start to be noticed. Typically, these meth-
ods used CNN or RNNs as an encoder to extract visual fea-
ture, and then other RNNs were used to generate captions. At-
tention mechanism [3, 8] and bi-RNN [9] were also applied.
Recently, several reconstruction methods were proposed for
visual captioning. [10] reproduced the video features based
on the hidden state sequence generated by the decoder. [11]
proposed to regularize the transition dynamics of RNNs by
hidden state reconstruction for image captioning. Different
from their works, in this video captioning task, we use both
current hidden state and attention-based context vector to re-
construct previous hidden state, which can make full use of
the information contained in multiple video frames.

2.3. Reinforcement Learning

While the encoder-decoder architecture maximizes the prob-
ability of current ground-truth given the previous ground-
truth output during training step, that previous ground-truth
is unknown during testing. This inconsistency problem has
been known as exposure bias [12], and REINFORCE algo-
rithm [13] is exploited to solve this problem. There were
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several improvements proposed, [14] added a baseline to im-
prove the stability while training. Actor-critic methods were
proposed to train an additional critic to estimate the value of
generated words automatically [15, 16].

In this work, reinforcement optimization similar to [14]
are applied to further improve the performance of our model.

3. FRAMEWORK

The whole architecture of our model is illustrated in Fig. 1.
Our proposed REVnet cooperates with an attention-based
encoder-decoder architecture for video captioning.

3.1. Encoder-Decoder

We apply an attention-based encoder-decoder architecture as
our basic framework, where we encode input frame level
video features V = {vy, va, ..., vy, } via a bi-directional LSTM
and then generate the caption {w;, wa, ..., wy, } using another
LSTM with an attention mechanism. We use 6 denote the pa-
rameters of whole architecture and {w3, w3, ..., w}} denote
the ground-truth caption, and then the cross entropy loss can
be formulated as:

Z logP(w;|wZ;, V5 6)
i=1

Lye ()]

where P(w;|w%;,V;0) = softmax(WTh{). h is the de-
coder’s hidden state at time step ¢, which is generated by stan-
dard RNN recursion with inpf as input at time step .

h{ = LSTM(inp{,hi_,) )
where inp? denotes the concatenation of attention-based con-
text vector ¢; and the embedding of previous ground-truth
word z;. Context vector ¢; is computed as a weighted sum

over all the encoder’s hidden states:

m

e

Ct = E Oét_’ihz-
i=1

the weight o; denote the measure of correlation between last
hidden state and all the encoder’s hidden states. o is defined
as:

3

exp(esi)
" > k=1 exp(erk)
And
eri = wltanh(Woh$ + Ushd_ | +by) %)

where w,W,,U, and b, are trainable paremeters, and h{ de-
note hidden state in the encoder, while h{_; is the previous
hidden state of the decoder.
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Fig. 1. The overview of the attention-based encoder-decoder
architecture along with our proposed REVnet. As can be seen
from the picture, the target of REVnet is to reconstruct the
previous hidden state of the decoder with current hidden state
or current input of decoder.

3.2. REVnet

There are two methods in our proposed REVnet to reconstruct
the previous hidden state, and they are realized by two kinds
of LSTMs. The first LSTM takes the current hidden state of
the decoder as input, while the second LSTM fed with the cur-
rent input of decoder to perform a reconstruction operation.

We use inpj to represent the input of LSTMs. hf is the
current hidden state of decoder which is the dynamic transi-
tion result from the previous hidden state. inp¢ is the current
input of decoder, which is an attention-based visual represen-
tation driven by the previous hidden state. ¢npj is an alterna-
tive in h¢ or inp?.

The LSTM unit of REVnet can be formulated as:

iy o

ft I A iflpi 7

Ot g t—1

g; tanh (6)

=l Od+itOg,
hi = o; ® tanh(c}),

where 47, f],0] and hj are the input gate, forget gate, out-
put gate and hidden state of the LSTM unit.

Furthermore, in order to facilitate the comparison of the
similarities between the previous hidden state and recon-
structed hidden state, a fully-connected layer is employed to
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map &} into the common space with h{_ :

hi—1

= wohl + by %

where wy. and by, are the weights of the fully-connected
layer, and h;_; is the final reconstructed previous hidden
state.

The reconstruction loss function is defined as Euclidean
distance between h;_1 and h;_1:

Lg

1By — hu—1ll3

= 3

As mentioned above, two kinds of LSTMs are proposed
to reconstruct the previous hidden state with different input
vectors. And we can use Lg_; and Lg_j to represent the re-
construction loss of two different kinds of LSTMs. However,
there are three forms of our proposed REVnet, and we use
REVnety1, REVnet,s, and REVnet,3 to distinguish them.
REVnet, is realized by the LSTM which takes the current
hidden state as input, while LSTM with in REVnet, is fed
with current input of decoder. REVnet, 3 combines two kinds
of LSTMs.

Then the reconstruction loss of three forms of REVnet can
be formulated as:

L'reval = Lth,
L'rev—vZ = LE—i
Lyey—v3 =aLlp_p + (1 — Oé)LE,i

(€)

where « is a trade-off parameter to balance the contributions
of two reconstruction methods.

Through minimizing these reconstruction losses, we en-
hance the ability of the attention-based encoder-decoder ar-
chitecture from different aspects. REVnet,; brings back-
ward flow to the architecture and encourages the current hid-
den state to embed more information from the previous one.
And REVnet, 5 provides a constraint to attention mechanism,
which encourages the model to find a better contribution as-
signment on visual representations. As REVnet,3 uses a
combination of the two LSTMs to reconstruct the previous
hidden state, it has the two advantages mentioned above. The
correlations between h¢ and h¢ | are further exploited and
enhanced.

3.3. Training Procedure

In our experiments, it is hard to make a suitable initialization
of parameters in REVnet. So we use a training strategy to
optimize our models. Firstly, we only train attention-based
encoder-decoder framework without REVnet, the target is to
minimize the negative log-likelihood loss function proposed
in Equation 1. Then, in order to suitably initialize the param-
eters of REVnet, parameters pre-trained in encoder-decoder
architecture are frozen and parameters in REVnet will be



trained for one epoch. Finally, the whole network will be
trained together with the following objective function.
Ly

Lye + BLyew (10)

where L,., is one of the reconstruction loss functions pro-
posed in Equation 9. And the coefficient 8 determines the
relative weight of cross entropy loss versus REVnet loss.

In order to overcome the inconsistency problem known
as exposure bias and optimize the sentence-level test met-
rics directly, we introduce the self-critical REINFORCE al-
gorithm [13, 14] to obtain a better performance. Here, we use
CIDEr score as the reward of the REINFORCE algorithm.
The objective function of the REINFORCE algorithm is:

L,

—E(R(5)) (1n

where R(.S) is the reward of generated sentence sampled from
the network. In order to reduce variance, a baseline b which is
the reward of the generated sentence applying greedy search
method is introduced. The general updates of parameters can
be written as:

VoL (0) = —(R(S)—b)Volog pe(S|V;0) (12)
and the whole loss function used in REINFORCE optimiza-

tion can be formulated as:

L, 13)

YLy + (1 =)Ly

where  represents the tradeoff between the two losses.

4. EXPERIMENTAL RESULTS

To prove the effectiveness of our proposed REVnet, we test its
performance with extensive experiments and compare our re-
sults with many existing works. We evaluate our model on the
benchmark dataset — Microsoft Research video to text (MSR-
VTT). And in this section, we introduce the experimental set-
ting and our competitive results in details.

4.1. Dataset

MSR-VTT [17] is the largest dataset for video captioning,
which is derived from a wide variety of video categories.
There are 10000 video clips in MSR-VTT, and each clip is
annotated with 20 sentences. We use the public splits for
training and testing.

4.2. Implementation Details

In particular, we use pre-trained ResNet-152 [18] to extract
frame level features to obtain static semantic information,
and apply pre-trained ResNeXt-101 [19] to extract motion
features for dynamical semantic information. They are con-
catenated and 4096-dimensional vectors are attained to be
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Table 1. Comparison with the state-of-the-art methods on
MSR-VTT dataset.

Models BLEU-4 METEOR ROUGE-L CIDEr
v2t_navigator 40.8 282 60.9 44.8
Aalto 39.8 26.9 59.8 45.7
VideoLAB 39.1 27.7 60.6 44.1
PickNet 413 21.7 59.8 44.1
CIDEnt-RL 42.2 28.2 62.3 53.0
baseline-XE 40.8 28.1 60.7 48.2
REVnet,;-XE | 41.0 28.3 61.1 49.2
REVnety,e-XE | 40.9 28.2 61.0 49.0
REVnet,3-XE | 413 28.4 61.3 49.2
baseline-RL 41.8 28.0 62.2 525
REVnet,s-RL | 424 28.1 62.3 532

input. The hidden size of LSTMs in our model is 1024.
Word embedding size is 512. And the coefficients «, 3,
in loss functions are 0.666, 0.005, and 0.985, respectively.
Learning rate trained with cross-entropy loss is set to 0.0001,
while that within REINFORCE algorithm is 0.00001. We use
four diverse automatic evaluation metrics: BLEU, METEOR,
ROUGE-L, and CIDEr. We use the standard evaluation code
from MSCOCO server [20] to obtain the results.

4.3. Comparative Methods

In this paper, We propose three forms of REVnet, which cou-
pled with the attention-based encoder-decoder architecture.
Firstly, we train the three models with cross-entropy loss,
and get REVnet,;-XE, REVnet,;-XE and REVnet,-XE
respectively. Then the best performing model (REVnet,3-
XE) is selected to be further optimized with REINFORCE
algorithm (REVnet,3-RL). We compare our results with the
state-of-the-art methods on MSR-VTT dataset: v2t naviga-
tor [21], Aalto [22], VideoLAB [23], PickNet [24], CIDEnt-
RL [25].

Baselines. We use an attention-based encoder-decoder ar-
chitecture as a baseline. Firstly, the baseline is trained with a
cross entropy loss (baseline-XE). Then further finetune the
model with REINFORCE algorithm with CIDEr score as a
reward (baseline-RL).

v2t_navigator. [21] ranks top one on the leaderboard of
the MSR-VTT challenge. In this work, fused features are
used to represent the video contents.

Aalto. [22] is the second best method in the MSR-VTT
challenge. It trains an evaluator network to drive the caption-
ing model towards semantically interesting sentences.

VideoLAB. [23] ranks third in the MSR-VTT challenge.
This model fuses multiple sources of information judiciously
and use different modalities separately.

PickNet. [24] proposes a plug-and-play PickNet
to perform informative frame picking, and develops a



Baseline-XE: a man is being interviewed

REVnet-RL: two men are on a talk show

S GT: 2 men are discussing mma sports on a talk show
Baseline-XE: someone is folding a piece of paper
REVnet-RL: a person is folding a paper airplane

GT: a person folding a piece of paper into a paper airplane
WM Baseline-XE: a man is playing a video game

RREVnet-RL: afireworks are shown

AGT: a firework is shown

Baseline-XE: a woman is talking about a computer
REVnet-RL: a woman is talking about a computer program
WGT: aperson is showing how to use a computer program
Baseline-XE: someone is showing a paper airplane
REVnet-RL: a person is throwing a paper airplane

GT: a man is throwing a paper plane

Baseline-XE: a person is playing a video game

REVnet-RL: a man is playing a football game

GT: a man is talking about a video game

Fig. 2. Qualitative comparison with the baseline methods. The given examples are from the test set of MSR-VTT.

reinforcement-learning based procedure to train the network
sequentially.

CIDEnt-RL. [25] proposes an entailment-enhanced re-
ward that corrects phrase-matching based CIDEr to only al-
low for logically-implied partial matches.

words is better modeled and enhanced. Competitive captions
generated by our model are shown in Fig. 2, where the given
examples are selected from the test set of MSR-VTT. As we
can see, our generated sentences are more accurate descrip-
tions about visual content of the video. It is obvious that

the generated results of our REVnet matches the ground-truth

4.4. Comparison Results curate expression in the details.

As shown in Table 1, our REVnet optimized with cross-
entropy loss have achieved comparable results with the state- 5. CONCLUSION
of-the-art methods. It can be noticed that all the three different

captions better than the baseline method, and have a more ac-

implementations of REVnet bring a significant improvement In this paper, we propose three forms of REVnet to recon-
over the baseline-XE method. Then we pick REVnety3 to struct the previous hidden state in the caption generation pro-
be optimized with REINFORCE algorithm (REVnety3-RL). cess. Our proposed REVnet gets a new state-of-the-art on

The performance of REVnety3-RL is further improved, and three metrics(BLEU, ROUGE-L, CIDEr). The REVnet can

Outperforrns all the other algorithms listed in the table on three bring backward flow into the Capti()n generation process and
metrics (BLUE-4, ROUGE-L, and ROUGE-L). help to better utilize the semantic fragments extracted by the

It should be noticed that our REVnety3-RL’s perfor- encoder. Competitive results have shown the effectiveness of
mance on METEOR is not that good, even worse than our proposed method.

REVnet,3-XE. There may be two reasons for this phe-
nomenon. Firstly, our reward of REINFORCE algorithm is
the final CIDEr score of the whole generated sentence, which
has few contributions on METEOR score promotion. Sec-
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