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ABSTRACT
As a critical component of Spoken Dialog System (SDS), spo-
ken language understanding (SLU) attracts a lot of attention,
especially for methods based on unaligned data. Recently,
a new approach has been proposed that utilizes the hierar-
chical relationship between act-slot-value triples. However,
it ignores the transfer of internal information which may
record the intermediate information of the upper level and
contribute to the prediction of the lower level. So, we pro-
pose a novel streamlined decoding structure with attention
mechanism, which uses three successively connected RNN to
decode act, slot and value respectively. On the first Chinese
Audio-Textual Spoken Language Understanding Challenge
(CATSLU), our model exceeds state-of-the-art model on an
unaligned multi-turn task-oriented Chinese spoken dialogue
dataset provided by the contest.
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1 INTRODUCTION
At present, task-oriented SDS is being widely used, which
puts forward extreme requirements for SLU as the core of the
system. Typically, SLU is treated as a sequence annotation
task and solved using methods such as conditional random
fields (CRFs) [7], convolutional neural networks (CNN) [5]
and Long Short Term Memory networks (LSTM) [13] . Al-
though these methods achieve satisfactory results, they all
require word-level annotations for training, which is difficult
to obtain or requires a large amount of manual labor. e.g., the
utterance “I want to fly to Boston tomorrow” will be annotate
as “I want to fly to Boston (Dest) tomorrow (ArDay)” [10].

Recently, increasing attention has been paid to the method
based on sentence-level annotations, which are unaligned to
parse out specific tuples from utterance, e.g., (Dest= Boston)
and (ArDay=tomorrow) can be parsed from above utterance.
In SDS, SLU is usually a follow-up to Automatic Speech
Recognition (ASR), and unaligned annotations are more ro-
bust to ASR errors. In this paper, we focus on unaligned
methods which extract a set of act-slot-value triples from
sentence.

Figure 1: Our streamlined decoding model for SLU

Many different methods from unaligned annotations have
been proposed, Henderson et al. [3] explored a SVM model
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for semantic classifier on n-gram features. Barahona et al.
[1] designed a combination of CNN for the sentence repre-
sentation and LSTM for the context representation which
joint predicts acts and slots. And Zhao et al. [11] proposed
using pointer network to solve the out-of-vocabulary (OOV)
problem. In a recent study, Zhao et al. [12] proposed a hier-
archical model based on the pointer network to solve SLU.
However, they all ignore the fluidity of internal information
when predicting act-slot-value triples, which is particularly
important in a hierarchical structure.

In this paper, we present a streamlined decoding structure
for SLU on unaligned utterances. Based on Seq2Seq learning,
the model uses bidirectional LSTM (BLSTM) [2] as encoder to
obtain the representation of input utterance, and uses three
successively connected LSTM to form a streamlined joint
decoder, predicting act, slot and value respectively. In act
decoder and slot decoder, attention mechanisms are used to
give more reasonable attention to utterance representation.
In value decoder, due to the lack of abundant morphologi-
cal changes of words in Chinese as in English [6], pointer
network is used to directly extract value from utterance, and
the OOV problem is addressed accordingly.
In the following part of this paper, section 2 introduces

the previous related work, and section 3 elaborates on the
streamlined decoding model, section 4 is the part of the
experiment and analysis, and the last section summarizes
the work.

2 RELATEDWORK
Our work is an improvement and extension of the research
of Zhao et al. [12], who proposed solving SLU by using a
hierarchical structure. The hierarchical model use BLSTM to
encode the input text, which served as a shared text represen-
tation. Next, the slot multi-category prediction module uses
predicted act and the shared text representation, while the
value generation module applies a context-aware attention
mechanism within the pointer network by incorporating the
shared text representation and the predicted act and slot.
However, internal information in the prediction, such as the
structure of input text inferred from previous modules, is
ignored and only the superior results are used. In this paper,
we take the text representation as the source and stream
it over a streamlined joint decoder consisting of multiple
LSTMs, thus ensuring the correct transmission of needed
internal information. The experimental comparison on CAT-
SLU dataset [9] also proves the superiority of this model
compared with the hierarchical model.

3 STREAMLINED DECODING MODEL
Our model, as shown in figure 1, consists of four parts: En-
coder, Act Decoder, Slot Decoder and Value Decoder. Encoder

is used to convert the input utterance into its vector repre-
sentation, Act Decoder and Slot Decoder judge whether an
act or slot exists in the input utterance, and finally, Value
Decoder is used to generate the value of the slot. Visually,
the vector representation of the utterance is reinforced as it
flows through three decoders, what we call enhanced vec-
tor representation (EVR). Next, each part of the model is
described in detail.

Utterance Encoder
In the encoder, we use BLSTM [4][8] to process the input
utterance U = (x1,x2, . . . ,xn) and generate n hidden states
by BLSTM as follows:

hk = (
←−
hk ,
−→
hk )

←−
hk = flef t (

←−−−
hk+1,xk )

−→
hk = fr iдht (

−−−→
hk−1,xk )

where
←−
hk is the hidden state of backward pass in BLSTM and

−→
hk is the hidden state of forward pass in BLSTM at time k .
Finally, the vector representation of the utterance is defined
as:

ĥ =
←−
h1 ⊕

−→
hn

which will be the input for act decoder. Meanwhile, use all
of the hidden states h1,h2, . . . ,hn for the following attention
and pointer network mechanism of streamlined decoder.

Act Decoder and Slot Decoder
Act decoder and slot decoder have similar structures, which
are used to determine whether an act or slot is contained in
the utterance, and their output are the result of prediction
and utterance EVR. In the paper, the LSTM [4] is used to
implement this process.
In act decoder, based on the research of Zhao et al. [12],

we add act vector to the input, so as to improve the accu-
racy of prediction by increasing the input information of the
model. In addition, act information can be integrated into
the utterance representation vector to obtain EVR, so as to
promote the prediction of the next slot. The output of the
act decoder are an EVR and a binary classification result that
characterize whether act is contained in the text, as follows:

hact_evr = fact_lstm(xact , ĥ)

Pact = fact_bi_class (hact_evr ⊕ a_s)
where xact is the vector of act, fact_lstm is the LSTM unit,
fact_bi_class is a binary classifier containing drop out and a
full connection layer, and a_s is the context vector calculated
by the attention mechanism using hact_evr , as follows:

a_s =
n∑

k=1
ak ∗ hk
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ak =
exp(hk

T ∗ hact_evr )∑n
j=1 exp(hj

T ∗ hact_evr )

For the slot decoder, the structure is exactly the same as
act decoder, except that the EVR hact_evr output by the act
decoder is used as input, and the EVR it outputs will be used
as the input for the value decoder, as follows:

hslot_evr = fslot_lstm(xslot ,hact_evr )

Due to the differences in the CATSLU dataset (acts in English
while slots in Chinese), we create dictionaries for act and
slot respectively and take one-hot vector as their input.

Value Decoder
After the utterance representation vector flows through act
decoder and slot decoder, we obtain the vector enhanced
with act and slot information, namely EVR. In the value de-
coder, based on seq2seq learning, LSTM is used to generate
value. Different from Zhao et al. [11], who use attention and
pointer network to build value decoder, value can be ex-
tracted directly from the input Chinese utterance since there
is no need for word morphology transformation in Chinese.
Therefore, we simplify the value decoder structure of Zhao
et al. [11], remove attention and retain pointer network for
selecting the position of words in value directly from input.
At timestep t , the probability of selecting the word of

position i in the input utterance can be calculated as follows:

P ti =
exp(hi

T ∗vst )∑n
j=1 exp(hj

T ∗vst )

where vst is the output of the LSTM unit at timestep t , as
follows:

vst = fvalue_lstm(yt−1,vst−1)

where fvalue_lstm is the LSTM unit, yt−1 is the word output
at timestep t − 1. At timestep t = 1, yt−1 is "<s>" what we
defined as a start word, and vst−1 is hslot_evr comes from
the output of slot decoder.

4 EXPERIMENTS
In this section, we present the experiments of the proposed
model on CATSLU dataset, including SLU results in the ex-
periments and analysis of the attention mechanism. In the
experiment, we use PyTorch to deploy the model, and set
word embeddings dimension to 200, hidden states dimen-
sion to 256, drop out to 0.5 and batch size to 10. Instead of
pre-trained word embedding, one-hot vectors of words are
implanted into the model to learn word embedding. More-
over, 50 epochs are carried out when training the model.

Data
The dataset is provided by the CATSLU challenge [9]. The
CATSLU is a competition hosted by the 21st ACM Interna-
tional Conference on Multimodal Interaction (ICMI 2019)
and consists of two sub-challenges: SLU in a single domain
and Domain adaptation of SLU. The single domain task pro-
vides a large dataset for both the map and music domains,
while the domain adaptation task requires adapt the SLU
models of map and music domains to the weather and video
domains. The dataset includes text and audio of multiple
rounds of Chinese dialogues. And the statistical information
of the dataset is given in table 1.

Table 1: Statistics of CATSLU dataset

Domain Slots Train Development Test

Map 24 5093 921 1578
Music 20 2189 381 676
Weather 22 341 378 2660
Video 28 205 195 1641

In our experiment, the experiment on each domain is
treated as a single domain task and SLU model is trained
independently on the data of each domain.

Baseline
The CATSLU challenge provides two baselines for experi-
mental comparison, a rules-based model that uses ontology
information for simple stringmatching and a neural network-
based model adopts the newly proposed hierarchical decod-
ing structure [12]. In order to compare the impact of model
structure improvement on the results, the neural network-
based model uses exactly the same settings as our proposed
model in the experiment.

SLU Result
Two types of input utterance text are provided in the CAT-
SLU dataset: manual transcriptions and ASR 1-best hypothe-
sis, and the utterance text in the test datasets contains only
ASR 1-best hypothesis, the results on the test datasets re-
turned by the challenge organizer demonstrate the superi-
ority of our model as shown in table 2. We can see that our
proposed streamlined decoding model always achieve the
best F1-score and accuracy in map and music domains with
large amount of training data. For weather and video do-
mains with few training data, our model always performs
best except F1-score in the video domain. Overall, our model
always outperforms the hierarchical decoding model which
also based on neural network on the test datasets.
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Table 2: Results on test datasets

Domain Map Music Weather Video

Rule-based
Model

F1 37.92 77.39 85.52 78.25
Acc 40.43 49.26 75.38 45.28

Hierarchical
Model

F1 77.61 81.57 85.25 75.18
Acc 74.65 71.15 78.16 57.53

Our Model F1 78.40 82.80 87.39 77.84
Acc 74.71 72.19 80.86 62.10

Next, we will analyze the key role that enhanced vector
representation of utterance plays in our model by visualizing
the attention mechanism.

Analysis
We randomly select four samples in the music domain and
drew a profile of the manually labeled results, as shown in fig-
ure 2. For a more detailed analysis of the role of the proposed
streamlined decoder structure, we visualize the attention
mechanisms in act decoder and slot decoder respectively, as
shown in figure 3 and figure 4.

Figure 2: Results of manual labeling of four samples

In figure 3, the weight corresponding to each pixel is not
only how important each word in the input text is when
predicting act, but also how much attention EVR enhanced
by act information pays to each word in the input text. It can
be found that for acts that exist in the text, some information
about potentially useful words is added to EVR, while for
acts that do not exist, only useless end-sign information to
predicting slots is added to EVR.
The role played by EVR in streamlined decoder is more

clearly shown in figure 4, it can be observed that slot de-
coder adds information about the starting position of value
in the input text to EVR for existing slot. We can reasonably
assume that, after integrating act and slot information with
streamlined decoder structure, some other internal informa-
tion, such as text structure information, is added to EVR
in addition to the starting position information, and then
the streamlined structure transmits the information to value
decoder through EVR to help value prediction.

Figure 3: Visualization of attention mechanism in act de-
coder for four samples, the x-axis and y-axis of each plot
correspond to the words in the input text and the act in dic-
tionary, respectively. Each pixel shows the weight of the an-
notation of the word in input text for the act, in grayscale (0:
black, 1: white).

Figure 4: Visualization of attention mechanism in slot de-
coder for four samples, the x-axis and y-axis of each plot
correspond to the words in the input text and the slot in dic-
tionary, respectively. Each pixel shows the weight of the an-
notation of the word in input text for the slot, in grayscale
(0: black, 1: white).

5 CONCLUSION
We proposed a streamlined decoding model for Chinese spo-
ken language understanding, utilizing three sequentially
connected RNN to decode act, slot. And pointer network is
adopted in value decoder to extract value directly from input
text, which also avoids OOV problem. On the Chinese multi-
round dialogue dataset provided by the CATSLU challenge,
our proposed streamlined decoding model outperforms the
state-of-the-art hierarchical decoding model.
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