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Abstract SPARQL, theW3C standard for RDF query languages, has gained significant pop-
ularity in recent years. An increasing amount of effort is currently being exerted to improve
the functionality and usability of SPARQL-based search engines. However, explaining miss-
ing items in the results of SPARQL queries or the so-called why-not question has not received
sufficient attention. In this study, we first formalize why-not questions on SPARQL queries
and then propose a novel explanationmodel, called answeringwhy-not questions onSPARQL
(ANNA) to answer why-not questions using a divide-and-conquer strategy. ANNA adopts
a graph-based approach and an operator-based approach to generate logical explanations at
the triple pattern level and the query operator level, respectively, which helps users refine
their initial queries. Extensive experimental results on two real-world RDF datasets show
that the proposed model and algorithms can provide high-quality explanations in terms of
both effectiveness and efficiency.
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1 Introduction

Users always have expectations for query results. They feel frustrated when the result is
empty or the result does not contain the expected items. Hence, a user would naturally pose
a why-not question on why some items do not show up in the result set. Answering why-not
questions helps users clarify their information needs and refine their initial queries.

Existing efforts to answer why-not questions mainly focus on the area of relational queries
[3,7,8,16,18–20,23,33]. However, no investigation has been conducted on RDF datasets.

1.1 Why-not questions on SPARQL queries

Querying large collections of RDF datasets, such as Linked Data,1 has gained significant
popularity in recent years. SPARQL [17] has become the de facto standard query language
in this domain. Why-not questions also occur during SPARQL querying, as illustrated in
Example 1.

Example 1 A user wants to find all films directed by Tim Burton since 1990. After posing a
SPARQL query Q1 over DBpedia,2 the user finds that the famous film Batman is not in the
result set, as shown in Fig. 1. Consequently, the user may issue a why-not question, i.e., why
Batman does not appear in the result set.

The answer to this why-not question could be that the film is not in DBpedia, the film is
not directed by Tim Burton, the film is released before 1990, or a bug exists in the SPARQL
query processing engine. Worse, even if the user asks another similar question, e.g., why The
Nightmare Before Christmas does not appear in the result set, the reason may be different
from the former.3

Faced with such why-not questions, users have no idea which parts of the query should
be responsible for the missing items. Users experience difficulty sifting their initial SPARQL
queries. We refer to this problem as answering why-not questions on SPARQL queries. In
this study, we focus on this problem.

1.2 Limitations of existing explanation models

Existing explanation models that answer why-not questions fall into three categories, namely
instance based [19,20], operator based [3,7] and query refinement based [8,16,18,23,33].

Instance-based models Instance-based models focus on the data in relational databases
[19,20], which illustrate how the data source should be updated if users want missing items to
appear in the result set. For example, in ourmissing-Batman example, bymodifyingBatman’s
release date 1989 to an arbitrary value satisfying value > 1990 or changing Big Fish’s film
name in the database to Batman, Batman will appear in the result set.

RDF datasets have no definite schema or centralized data design; therefore, computing all
instance-based explanations may be impossible for instance-based models.

Operator-basedmodelsOperator-basedmodels generate explanations for why-not ques-
tions by identifying which query operators eliminate the missing items from the result set
[3,7]. These models also focus on relational queries, such as Select-Project-Join-Union-
Aggregation (SPJUA) queries [3], which are based on relational algebra.

1 http://linkeddata.org.
2 http://wiki.dbpedia.org.
3 Batman was released in 1989. The Nightmare Before Christmas was written and produced by Tim Burton,
but its director was Henry Selick.
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(a) (b)

Fig. 1 SPARQL query and result set for Example 1. a SPARQL query Q1. b Query result

SPARQL query operators are based on SPARQL algebra [28]. The fundamental dif-
ferences between SPARQL algebra and relational algebra make operator-based models
unsuitable for SPARQL queries. Firstly, the notion of so-called mappings [28] is central
to the evaluation process of SPARQL instead of tuples in the SQL evaluation process [3].
Secondly, if the why-not question is caused by inappropriate parts of the basic graph patterns
(BGPs) of the SPARQL query, operator-based models would always output JOIN as the
explanation, and they cannot tell users which parts of BGPs are responsible for excluding
expected items.

Query refinement-basedmodelsQuery refinement-based models tell users how to refine
their original queries so that the missing items can return to the result. Nonetheless, why-not
questions are query dependent [16], and a query refinement-based model is only applicable
to a certain class of queries.

For instance, the model in [33] focuses on refining the constraints in SPJUA queries to
recover missing items. For top-k queries, the model in [18] makes the missing items appear
in the result set by changing the value k of the top-k query or users’ preference weights on
attributes of the dataset. Other existing works can answer why-not questions on reverse top-k
queries [16], spatial keyword top-k queries [8] and reverse skyline queries [23]. None of the
existing models can be applied directly to SPARQL queries.

1.3 Overview of ANNA

Answering why-not questions on SPARQL queries has the following three main challenges:
Why-not reasons RDF graphs are labeled directed graphs and SPARQL is essentially a

graph-matching query language [28]. The evaluation of a SPARQL query mainly includes
(1) matching graph patterns against the input RDF graph and (2) applying SPARQL algebraic
operations in the matching process. Determining the parts that are responsible for excluding
users’ expected items is challenging. It necessitates understanding the semantics of the why-
not questions on SPARQL queries to analyze underlying reasons and to compute what is
necessary for the missing items to appear in the result.

Effectiveness We need to guarantee that explanations are effective. One straightforward
method is employing query relaxation models to recover the missing items and to return
the relaxed queries as explanations. However, existing relaxation models only cover the
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conjunctive queries and do not consider inappropriate directions of edges in SPARQL graph
patterns.

Efficiency Finding inappropriate parts in the initial SPARQL query needs an examination
of the matching process between the graph pattern and the input RDF graph in a linear
fashion way [34]. This process may lead to an exhaustive search [30]. Therefore, the efficient
computation of why-not explanations is challenging and non-trivial.

To address the above challenges, we designed a novel explanation model called ANNA4

(Answering why-Not questioNs on SPARQL). The procedure of ANNAmainly includes the
following:

(i) ANNA computes a basic graph pattern from the SPARQL query, which is for the
matching against the input RDF graph and is a necessity for missing items to appear,
then ANNA examines the result of graph pattern matching and identifies the query level
where the absence of the expected items occurs, i.e., the triple pattern level or the query
operator level.

(ii) If the absence occurs at the triple pattern level, ANNA will detect both inappropriate
directions and RDF terms by using a graph-based approach and generate a modified
graph pattern. The expected items will be returned to the query result by matching the
modified graph pattern against the input RDF graph. Then, the modified graph pattern
will be utilized as an explanation.

(iii) If the absence occurs at the query operator level, ANNA will trace the expected items
on the query parse tree through a post-order traversal. To save computation time, only
questionable operators will be examined during the traversal. By comparing expected
items with the result of each questionable operator, ANNA will detect inappropriate
operators that filter out expected items and return the operator and the corresponding
conditions to users as an explanation.

1.4 Contributions and organization

The main contributions of this study are threefold.

(i) We first formalize why-not questions on SPARQL queries and reveal their semantics.
(ii) We propose a novel explanation model, ANNA, to answer why-not questions on

SPARQL queries. We propose algorithms for ANNA to generate explanations at dif-
ferent query levels using a divide-and-conquer strategy.

(iii) We conducted extensive experiments on two real-world RDF datasets (LinkedMDB5

and DBpedia6) to confirm the effectiveness and efficiency of ANNA. Experimental
results show that effective explanations for why-not questions can be generated within
an acceptable time at both triple pattern and query operator levels.

The remainder of this paper is organized as follows: Related work is discussed in Sect. 2.
The why-not question on SPARQL queries is formalized in Sect. 3, and the underlying
reasons are analyzed in Sect. 4. Section 5 presents the framework of the proposed model, and
the details about how explanations are generated. The evaluation of the model is reported in
Sect. 6. Finally, the conclusions and the future work are presented in Sect. 7.

4 A demo system of ANNA has been presented at ISWC 2015.
5 http://queens.db.toronto.edu/~oktie/linkedmdb/.
6 http://wiki.dbpedia.org/Datasets, released in September, 2015.
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2 Related work

To the best of our knowledge, nomodel has addressedwhy-not questions onSPARQLqueries.
Webrieflydiscuss the research efforts related to ourwork in the following aspects: explanation
models for why-not questions, query relaxation for RDF data, inconsistency-tolerant query
answering and provenance for SPARQL queries.

2.1 Explanation models for why-not questions

As introduced in Sect. 1.2, three types of models can be used to answer why-not questions:
instance-basedmodels [19,20], operator-basedmodels [3,7] and query refinement-based
explanation models [8,16,18,23,33].

Recently, answering why-not questions has also received attention in other research fields.
Bhowmick et al. [2] and Wang et al. [35] designed query refinement-based models to answer
why-not questions in image search. Cate et al. [31] introduced an ontology-based model for
explaining why-not questions on conjunctive queries. Calvanese et al. [6] and Bienvenu et al.
[4] leveraged abductive reasoning to answer why-not questions on the data represented by a
DL-Lite ontology. For graph databases, Saiful et al. [24] proposed a query refinement-based
model to address the problem of answering why-not questions on similar graph matching.
However, this model concerns simple undirected graphs, whereas RDF graphs are labeled
directed graphs. Moreover, the model in [24] can only answer why-not questions caused by
inappropriate topological structures of query graphs, whereas both inappropriate RDF terms
and algebraic operations in SPARQL queries can exclude the expected items of users.

2.2 Inconsistency-tolerant query answering

In description logic (DL) knowledge bases field, it is well known that the inconsistency
of instances part (ABox) leads to missing answers in the result set [26]. Inconsistency-
tolerant semantics [1,5,12,26,37] aim to provide meaningful answers to the queries even
when the data conflict with the ontology (TBox). The most well known is the brave [5],
AR [26] and IAR semantics [26]. Recently, a framework was proposed in [4] for explaining
positive and negative query answers (similar to why-not questions) under inconsistency-
tolerant semantics. However, the model in [4] is only applicable to explain the missing
answers caused by the inconsistent subset of ABox, and it is a data-centric approach which
focus on finding the original conflict assertions (responsible for eliminating answers) in
ABox. In contrast, even with the consistent knowledge base, why-not questions on SPARQL
queries may be caused by inappropriate queries, and the goal of our paper is to design a
model to modify the original query to make the missing answers appear and help users refine
their initial queries.

2.3 Query relaxation for RDF data

Query relaxation for RDF data has been studied to address the empty/few-answers problem:
the user’s query is too selective, and the number of answers is not sufficient [22], which
is different from the why-not problem. Query relaxation models attempt to reformulate the
original query into a new relaxed query by removing or relaxing conditions so that the result
of the new query contains sufficient answers. Two types of models (i.e., similarity-based
and rule-based models) are currently utilized to generate multiple relaxed query candidates.
Similarity-basedmodels [13,14] leverage lexical analyses to determine appropriate relaxation
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candidates. Rule-based models [21,22,25,38] exploit RDF schema (RDFS) semantics to
perform relaxation.

2.4 Provenance for SPARQL queries

Data provenance has been studied to help us understand why the items exist in the result set
[9]. For SPARQL queries, existing works [10,11,32] focus on explaining the provenance of
RDF data to evaluate the data quality and trustworthiness. Data provenance can be used to
answer why questions (i.e., why a piece of data is in the query result). However, it cannot be
applied to our problem as answering why-not questions that concern the items that do not
appear in the result set.

3 Problem formulation

Before defining the why-not question on SPARQL queries, we follow the official W3C
SPARQL standard [17] and the existing formalization of SPARQL in [28] to briefly introduce
several notations employed in this study.

3.1 Preliminaries

Definition 1 (RDF graph) Let I be the set of Internationalized Resource Identifiers (IRIs),
L be the set of literals (denoted by quoted strings, e.g., “Tim Burton′′) and B be the set of
blank nodes. An RDF term is a member of the set T = I ∪L∪B. An RDF triple t = 〈subject,
predicate, object〉 is a member of the set (I ∪ B) × I × T . An RDF graph is a finite set of
RDF triples. In this study, we also refer to an RDF graph as an RDF dataset.

Definition 2 (Graph pattern) [28] Let V be a set of query variables, which is disjoint from T
and is distinguished by leading question mark symbols, e.g., ?filmname, ?person. SPARQL
graph patterns are defined recursively as follows:

(1) A tuple tp ∈ (I ∪ L ∪ V ) × (I ∪ V ) × (T ∪ V ) that contains variables in the subject,
predicate or object is a graph pattern. A tp is also called a triple pattern.

(2) If P1 and P2 are graph patterns, then P1 AND P2, P1 UNION P2, P1 MINUS P2 and P1
OPTIONAL P2 are graph patterns, where AND, UNION, MINUS and OPTIONAL are
SPARQL operators [17].

(3) If P is a graph pattern, then P FILTER R is a graph pattern, whereFILTER is a SPARQL
operator and R is a filter condition. A filter condition is a unary or binary expression
[17], such as ?date > “1990.”

A graph pattern P is called a basic graph pattern (BGP) if it only concatenates triple
patterns by AND. A BGP P can be denoted by a set form, such as P = {tp1, tp2, . . . , tpn}.
A triple pattern can also be considered as a BGP. BGPs are the basic building blocks for any
other graph patterns.

Definition 3 (SPARQL query) The official standard [17] defines four different forms of
queries on the top of graph patterns, namely SELECT, ASK, CONSTRUCT and DESCRIBE.
We will restrict our discussion to SELECT, which is the only form that can return the graph-
matching results to users. We further define a SPARQL query Q as an expression of the form
SELECT S WHERE P , where P is a graph pattern and S ⊆ var(P). We use var(P) to
denote the set of variables that occur in the graph pattern P .
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Fig. 2 SPARQL query Q1 for Example 1

The SPARQL query Q1 for Example 1 is annotated in Fig. 2 to better understand SPARQL
query, filter condition, triple pattern and basic graph pattern.

Definition 4 (Mapping) A mapping is a partial function μ : V → T . For a triple pattern
tp, we use μ(tp) to denote the triple obtained by replacing the var(tp) (variables in tp) with
RDF terms according to μ. The domain dom(μ) of a mapping μ is the set of variables on
which μ is defined. We say that two mappings μ1, μ2 are compatible, denoted by μ1 ∼ μ2,
if μ1(?x) = μ2(?x) for all ?x ∈ dom(μ1) ∩ dom(μ2).

For instance, assuming that μ1 = {? f ilm → f1336, ? f ilmname → “BigFish′′}, μ2 =
{? f ilm → f 1336, ?date → “2003′′}, dom(μ1) = {? f ilm, ? f ilmname} and dom(μ2) =
{? f ilm, ?date}, then μ1 ∼ μ2 because of μ1(? f ilm)=μ2(? f ilm)= f 1336 and ? f ilm ∈
dom(μ1) ∩ dom(μ2).

Given a mapping μ and a filter condition R, we use μ |� R to present that μ satisfies
R. For example, if R is ?date > “1990,′′ ?date ∈ dom(μ) and μ(?date) = “1995,′′ then
μ |� R because of “1995′′ > “1990.′′

Definition 5 (SPARQL algebraic operation) Given two sets of mappings Ω1 and Ω2, R
denotes a filter condition, and Y ⊆ V is a finite set of variables, the SPARQL algebraic
operations join (�
), union (∪), difference (\), left outer join (�
), projection (π) and selection
(σ ) are defined as follows:

Ω1 �
 Ω2 = {μ1 ∪ μ2 | μ1 ∈ Ω1, μ2 ∈ Ω2 : μ1 ∼ μ2},
Ω1 ∪ Ω2 = {μ | μ ∈ Ω1 or μ ∈ Ω2},
Ω1 \ Ω2 = {μ1 ∈ Ω1 | ∀μ2 ∈ Ω2 : μ1 � μ2},
Ω1 �
 Ω2 = (Ω1 �
 Ω2) ∪ (Ω1 \ Ω2),

πY (Ω) = {μ | ∃μ′, μ ∪ μ′ ∈ Ω ∧ dom(μ) ⊆ Y ∧
dom(μ′) ∩ Y = ∅},

σR(Ω) = {μ ∈ Ω | μ |� R}.

(1)

Definition 6 (SPARQL semantic) Let D be an RDF dataset, tp a triple pattern, P , P1, P2
graph patterns, R a filter condition and Q (SELECT S WHERE P) a SPARQL query. We
define the semantics of graph patterns and Q as follows:
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�tp�D = {μ|dom(μ) = var(tp) and μ(tp) ∈ D},
�P1 AND P2�D = �P1�D �
 �P2�D,

�P1 OPT I ON AL P2�D = �P1�D �
 �P2�D,

�P1 UN I ON P2�D = �P1�D ∪ �P2�D,

�P1 MI NUS P2�D = �P1�D \ �P2�D,

�P F I LT ER R�D = σR(�P�D),

�Q�D = πS(�P�D),

(2)

where �.�D is a function that takes a graph pattern or a SPARQL query to match against
the RDF dataset D and returns a set of mappings. In the following part of this study, we
use SPARQL algebraic operations and operators interchangeably, e.g., P1 AND P2 can be
denoted as P1 �
 P2.

The following example illustrates mapping, SPARQL algebraic operation and SPARQL
semantic.

Example 2 Consider the SPARQL query Q2

SELECT ?filmname ?date
WHERE {
?film name ?filmname.
?film director ?person.
?person name “Tim Burton′′
OPTIONAL{?film released ?date}

},
which retrieves all Tim Burton’s film (?filmname) and optionally (i.e., if available), their

release date (?date). The graph pattern of Q2 is P1 �
 P2, where
P1 = {〈?film name ?filmname〉.

〈?film director ?person〉.
〈?person name “Tim Burton′′〉},

P2 = {〈?film released ?date〉},
�
 (OPTIONAL) is the algebraic operation.

Figure 3 illustrates an RDF graph D2 in Example 2, f1342, f1336, f1333 and p2556 are
IRIs.

The following is the semantic of P1 �
 P2 on D2:

�P1 �
P2�D2 =
{ {? f ilm → f 1336, ? f ilmname → “BigFish,′′

?person → p2556, ?date → “2003′′},
︸ ︷︷ ︸

μ1

{? f ilm → f 1342, ? f ilmname → “CorpseBride,′′

?person → p2556, ?date → “2005′′},
︸ ︷︷ ︸

μ2

{? f ilm → f 1333, ? f ilmname → “Batman,′′

?person → p2556}
︸ ︷︷ ︸

μ3

},
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Fig. 3 RDF graph D2 in Example 2

where μ1, μ2 and μ3 are mappings. The following can be verified easily:

�Q2�D2 = {{? f ilmname → “BigFish,′′ ?date → “2003′′},
{? f ilmname → “CorpseBride,′′ ?date → “2005′′},
{? f ilmname → “Batman′′}}.

Note that OPTIONAL allows available information to be added to a mapping μ. If the
optional part of the graph pattern does not match the data, then the relevant variables are left
unbound.

3.2 SPARQL why-not questions

Definition 7 (Why-not question) Given a SPARQL query Q (SELECT SWHERE P) on D
and its result set �Q�D , a why-not question on Q is defined as an expected mapping μw

posed by users, where dom(μw) ⊆ S and ∀μ ∈ �Q�D : μw � μ.

Consider the SPARQL query Q1 in Example 1, a user may ask why a 1995 film, Batman
Forever, is missing in query results. This why-not question can be denoted by mapping
{?filmname → “Batman Forever, ”?date → “1995′′}.
Definition 8 (Explanation) Given a why-not questionμw on Q, an explanationψ represents
the reason forμw . Two forms of explanation exist according to the different why-not reasons
(a detailed analysis is given in Sect. 4):

(1) A modified graph pattern P ′, which is similar to the original P of Q. We say ψ =
P ′ if ∃μ′ ∈ �P ′�D : μw ⊆ μ′. Consider the why-not question μw = {? f ilmname →
“Batman′′} in Example 1, explanation ψ may be a modified P ′, where

P ′ = {〈?film name?filmname〉.
〈?film producer ?person〉.
〈?film released ?date〉.
〈?person name “Tim Burton′′〉}.

ψ = P ′ indicates that the director of Batman is not Tim Burton.
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Fig. 4 Evaluations of 〈?film director p2556〉 on RDF triples t1, t2, and t3, respectively

(2) A set of tuples, denoted by {(opi , μi )}l , where each tuple (opi , μi ) indicates a query
operator opi and the corresponding mapping μi ∈ �P�D that satisfies μw ⊆ μi . Following
the example of μw = {? f ilmname → “Batman′′}, the explanation ψ may also be a set

{(FILTER(?date > “1990′′), {? f ilm → f 1333,

?date → “1989,′′

?person → p2556,

? f ilmname → “Batman′′}}.
The set indicates that Batman is filtered out because of the filter condition ?date > “1990.′′

4 Problem analysis

Our investigation found that inappropriate graph patterns, incompleteness/inconsistency of
the RDF database and spelling/syntactic errors of SPARQL queries may lead to why-not
questions on SPARQL queries. In this study, we suppose that the RDF database is clean
and consistent with ontologies, and the SPARQL query of users is free of spelling/syntactic
errors. We focus on why-not questions caused by inappropriate graph patterns, and this
already yields a non-trivial framework to study.

Given a SPARQL query Q over D, the evaluation �P�D of Q can be divided into two
levels [17]: the triple pattern level and the query operator level. At the triple pattern level,
each triple pattern of P is matched against D to obtain a set of mappings. Then, SPARQL
algebraic operations (�
, ∪, \, �
, π ) are applied on the mappings to produce the query
answer at the query operator level.

4.1 “Why-Not” at the triple pattern level

Given a triple pattern tp and a why-not question μw , μw � �tp�D may be caused by an
inappropriate direction or inappropriate RDF terms in tp. Example 3 illustrates the
different scenarios.

Example 3 Considering an RDF triple t = 〈f1333 director p2556〉, tp1, tp2 and tp3 are three
possible triple patterns to be evaluated on t , respectively, as shown in Fig. 4. The evaluation
�tp1�t = {? f ilm → f 1333} will not yield a missing answer. In the cases of tp2 and tp3, the
why-not question μw = {? f ilm → f 1333} will be proposed to �tp2�t , �tp3�t , respectively.

For �tp2�t = ∅ and μw = {? f ilm → f 1333}, if the RDF term writer of tp2 is modified
to director, then �tp2′�t = {? f ilm → f 1333}. The reason for μw is that inappropriate
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Fig. 5 BGP in EXAMPLE 1

RDF terms in tp2 led to a failure to match t . We define a function Modi f y() that modifies
a triple pattern tp by substituting an RDF term with another one in the RDF dataset or a
variable, and μw ⊆ �Modi f y(tp)�D .

For �tp3�t = ∅, the reason for μw = {? f ilm → f 1333} is that the triple pattern
formulated by the user is in an inappropriate direction. If we modify tp3 to tp′

3 = 〈?film
director p2556〉 just by switching the direction of director in tp3, then tp′

3 will match t and
�tp3′�t = {? f ilm → f 1333}. Formally,wedefine a function Reverse() thatmodifies a triple
pattern tp to tp′ by reversing the direction of the predicate in tp. Then, for a why-not question
μw � �tp�D , tp is in an inappropriate direction if and only if μw ⊆ �Reverse(tp)�D .

4.2 “Why-Not” at the query operator level

Given an RDF graph D and a graph pattern P , μw is a why-not question on P , i.e.,
dom(μw) ⊆ var(P) and ∀μ ∈ �P�D : μw � μ.

We first analyzeμw on P with the same kind of operators, and then, we proceed to perform
a higher-level analysis on the combination of different operators.

AND Let P = P1 �
 P2 . . . �
 Pn , where P1, P2, ..., Pn are BGPs. P is also a BGP (cf.
Definition 2). Triple patterns in P concatenate each other by �
 and form a connected graph.
Figure 5 shows a graphical representation of the BGP in Example 1.

Each mapping in �P�D presents a match of P , which is a RDF subgraph of D. The reason
for μw on P is that some triple patterns in P are inappropriate to match the RDF subgraph
of D about μw . Adapting the idea from explaining why-not questions in Sect. 4.1, the expla-
nation ψP is a modified graph pattern P ′, which satisfies ∃μ′ ∈ �P ′�D : μw ⊆ μ′. Note that
if �P�D �= ∅, then P matches at least one RDF subgraph in D and all directions of predi-
cates in P are correct. Modifying inappropriate triple patterns should focus on inappropriate
RDF terms. If �P�D = ∅, then both directions and RDF terms should be considered for
modifications.

UNION Let P = P1 ∪ P2 · · · ∪ Pn , where P1, P2, ..., Pn are BGPs. Applying �P1 ∪
P2�D = �P1�D ∪ �P2�D (cf. Definition 6) to �P�D recursively, we can obtain �P�D =
�P1�D ∪ �P2�D · · · ∪ �Pn�D = {μ | μ ∈ �P1�D or μ ∈ �P2�D . . . or μ ∈ �Pn�D}.
With the premise ∀μ ∈ �P�D : μw � μ (cf. Definition 7), we can obtain ∀μ ∈ �Pi �D :
μw � μ, where i = 1, 2, . . . , n. It is intuitive that the explanation for the why-not question
μw on P is a set of explanations ΨP = {ψP1 , ψP2 , . . . , ψPn }, where ψP1 , ψP2 , . . . , ψPn are
explanations for μw on P1, P2, ..., Pn , respectively.

Example 4 Consider a graph pattern P = P1 ∪ P2 is used to find war or road films released
in America, where

P1 = {〈?film name ?filmname〉.
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〈?film country “United States′′〉.
〈?film type War films〉},

P2 = {〈?film name ?filmname〉.
〈?film country “United States′′〉.
〈?film type Road films〉}.

After graph pattern matching, we may obtain following mappings for P .

�P1�D = {{?film → f1137, ?filmname → “Fury′′},
{?film → f2209, ?filmname → “Saving Private Ryan′′} }.

�P2�D = {{?film → f5953, ?filmname → “Rain Man′′},
{?film → 21549, ?filmname → “Nebraska′′}}.

�P�D = �P1�D ∪ �P2�D
= {{?film → f1137, ?filmname → “Fury′′},

{?film → f5953, ?filmname → “Rain Man′′},
{?film → 21549, ?filmname → “Nebraska′′},
{?film → f2209, ?filmname → “Saving Private Ryan′′} }.

A why-not question μw = {?filmname → “Atonement′′} is posed on P . The explanation for
μw = {?filmname → “Atonement′′} on P is ΨP = {ψP1 , ψP2}, where

ψP1 = {〈? film name ?filmname〉.
〈? film country “United Kingdom′′〉.
〈?film type War films〉},

ψP2 = {〈?film name ?filmname〉.
〈?film country “United Kingdom′′〉.
〈?film type Romantic films〉}.

For μw on P with MINUS, OPTIONAL and FILTER, we propose Propositions 1-3 to
simplify μw on AND and UNION explanations.

Proposition 1 Let P = P1 \ P2, where P1, P2 are BGPs, the explanation for the why-not
question μw on P is denoted by ψP .

(1) If ∃μ1 ∈ �P1�D : μw ⊆ μ1, then (MI NUS(μ2), μ1) ∈ ψP , which indicates that μ1

is eliminated from result mappings by the operator M I NUS due to μ2 ∈ �P2�D and
μ1 ∼ μ2.

(2) If ∀μ1 ∈ �P1�D : μw � μ1, then ψP = ψP1 , where ψP1 is the explanation for μw on
P1.

Example 5 Consider a graph pattern P = P1 \ P2 is used to find war films not released in
America, where

P1 = {〈?film name ?filmname〉.
〈?film type War films〉},

P2 = {〈?film country “United States′′〉}.
After graph pattern matching, we may obtain following mappings for P .

�P�D = {{? film → f2356, ?filmname → “The Pianist′′},
{? film → f3142, ?filmname → “Hotel Rwanda′′}}.
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Fig. 6 The parser tree of P = P1 \ P2

A why-not question μw = {?filmname → “Brave Heart′′} is posed on P .
According to Proposition 1, we should first verify whether �P1�D containsBrave Heart by

verifying whether ∃μ1 ∈ �P1�D : {?filmname → “Brave Heart′′} ⊆ μ1. If �P1�D contains
Brave Heart, explaining μw will focus on MINUS; otherwise, explaining μw will focus on
P1.

The following proof for Proposition 1 is illustrated with Example 5.

Proof Let P = P1 \ P2, where P1, P2 are BGPs.

(i) According to �P1 \ P2�D = �P1�D \ �P2�D and Ω1 \ Ω2 = {μ1 ∈ Ω1 | ∀μ2 ∈ Ω2 :
μ1 � μ2} (cf. Definitions 5, 6), �P�D = �P1�D \ �P2�D = {μ1 ∈ �P1�D | ∀μ2 ∈
�P2�D : μ1 � μ2}.

(ii) Figure 6 shows the parser tree and query evaluation of �P�D . With the premise ∀μ ∈
�P�D : μw � μ (cf. Definition 7) on the root node, we can observe that μw can
be eliminated in two cases: eliminated by the MINUS operator or eliminated by the
graph pattern matching of P1. We can locate where μw is missing on the parser tree by
determining whether ∃μ1 ∈ �P1�D : μw ⊆ μ1.

(iii) If∃μ1 ∈ �P1�D : μw ⊆ μ1, �P1�D containsμw in the parser tree, andMINUS eliminates
μ1 from result mappings on the root of the parser tree, as shown in Fig. 6. Besides, μ2

which satisfies μ2 ∈ �P2�D : μ1 ∼ μ2 must exist in the right side of the root (cf.
Definition 5). Hence, (MI NUS(μ2), μ1) ∈ ψP , where μ2 ∈ �P2�D : μ1 ∼ μ2.

Taking Example 5 to illustrate above step, we may obtain three mappings for P1.

�P1�D = {{?film → f2356, ?filmname → “The Pianist′′},
{?film → f3142, ?filmname → “Hotel Rwanda′′},
{?film → f1589, ?filmname → “Brave Heart′′}}.

We can find that μw = {?filmname → “Brave Heart′′} is contained by {?film →
f1589, ?filmname → “Brave Heart′′} in �P1�D , the reason for missing μw is that MINUS
eliminates the mapping {?film → f1589, ?filmname → “Brave Heart′′} from the result set.
Theremust be amapping {?film → f1589} in �P2�D satisfying {?film → f1589, ?filmname →
“Brave Heart′′} ∼ {?film → f1589}, which indicates that Brave Heart is produced in Amer-
ica. Therefore, (MINUS({? f ilm → f 1589, ? f ilm → “Brave Heart ′′}), {? f ilm →
f 1589}) will be added to ψP .

(iv) If ∀μ1 ∈ �P1�D : μw � μ1, as shown in Fig. 6, μw is missing in �P1�D of the parser
tree. The graph pattern matching of P1 eliminates μ1 from result mappings. Hence,
ψP = ψP1 , where ψP1 is the explanation for μw on P1.
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Taking Example 5 to illustrate above step, we may obtain two mappings for P1.

�P1�D = {{?film → f2356, ?filmname → “The Pianist′′},
{?film → f3142, ?filmname → “Hotel Rwanda′′}}.

Then, we can observe that none of �P1�D contains μw = {?filmname → “Brave Heart′′}.
Therefore, μw on P = P1 \ P2 can be simplified to μw on P and ψP = ψP1 , where ψP1 is
the explanation for μw on P1. A possible explanation is

ψP = ψP1 = {〈?film name ?filmname〉.
〈?film type film〉}.

��
Proposition 2 Let P = P1 �
 P2, where P1, P2 are BGPs, the explanation the why-not
question for μw on P is denoted by ψP .

(1) �P�D = �P1 �
 P2�D∪�P1\P2�D, butψP �= {ψP1�
P2 , ψP1\P2}, whereψP1�
P2 , ψP1\P2
are explanations for μw on P1 �
 P2, P1 \ P2, respectively.

(2) If dom(μw) ∩ var(P2) = ∅, then ∀μ ∈ �P1�D : μw � μ and ψP = ψP1 , where ψP1
is the explanation for μw on P1.

(3) If dom(μw) ∩ var(P2) �= ∅, then ∀μ ∈ �P1 �
 P2�D : μw � μ and ψP = ψP1�
P2 ,
where ψP1�
P2 is the explanation for μw on P1 �
 P2.

Example 6 Consider a graph pattern P = P1 �
 P2 is used to retrieve the actor and his
country if he won Academy Male Best Actor, where

P1 = {〈?actor name ?actorname〉.
〈?actor type actor〉},

P2 = {〈?actor country ?country〉.
〈?actor gender male〉.

〈?actor haswon “Academy Award for Best Actor′′〉}.
After graph pattern matching, we may obtain following mappings for P .
�P�D = {{?actor →p1119, ?actorname → “Brad Pitt′′},

{?actor →p1785, ?actorname → “Leonardo DiCaprio′′},
{?actor → p1276, ?actorname → “Matthew McConaughey,′′

?country → “United States′′},
{?cactor → p2313, ?actorname → “Eddie Redmayne,′′

?ccountry → “United Kingdom′′}}.
If a why-not question μw = {?actorname → “Spike Lee′′} is posed on P , then dom(μw) ∩
var(P2) = ∅. Explaining μw will focus on P1 according to Proposition 2.

In another case, a why-not question μ′
w = {?actorname → “Leonardo DiCaprio,′′

?country → “United States′′} can be also posed on P , despite that {?actorname →
“Leonardo DiCaprio′′} is already in �P�D . According to Proposition 2, dom(μ′

w) ∩
var(P2) = {?country}, explaining μ′

w is translated into explain μ′
w on P1 �
 P2.

The following proof for Proposition 2 is illustrated with Example 6.

Proof Let P = P1 �
 P2, where P1, P2 are BGPs.
(i) According to �P1 �
P2�D = �P1�D �
�P2�D andΩ1 �
Ω2 = (Ω1 �
 Ω2)∪(Ω1\Ω2)

(cf. Definitions 5, 6), �P�D = (�P1�D �
 �P2�D)∪ (�P1�D \ �P2�D) = �P1 �
 P2�D ∪ �P1 \
P2�D .
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Fig. 7 The parser tree of P

Intuitively, we can use Definition 9 to answer μw on P , and ψP = {ψP1�
P2 , ψP1\P2}.
However, note that there are only UNION operators between BGPs in Definition 9. �P�D =
�P1 �
 P2�D ∪ �P1 \ P2�D is a graph pattern with different operators. Thus, we cannot
directly apply Definition 9 to �P1 �
 P2�D ∪ �P1 \ P2�D . In the following, we use reduction
to absurdity to proof that ψP �= {ψP1�
P2 , ψP1\P2}, where ψP1�
P2 , ψP1\P2 are explanations
for μw on P1 �
 P2, P1 \ P2, respectively.

Assuming that ∀μ ∈ �P�D : μw � μ, �P�D = �P1 �
 P2�D ∪ �P1 \ P2�D , and
ψP = {ψP1�
P2 , ψP1\P2}.

Then, we compute ψP1\P2 for μw on P1 \ P2.
If there exists a mapping μ1 ∈ �P1�D satisfies μw ⊆ μ1, we can infer that MINUS

eliminates μ1 from �P�D due to ∃μ2 ∈ �P2�D : μ1 ∼ μ2 (cf. analysis in Proposition 1).
With μ2 ∈ �P2�D : μ1 ∼ μ2, we can obtain (μ1 ∪ μ2) ∈ �P1 �
 P2�D (cf. Definition 5).

Further, with μw ⊆ μ1 ⊂ (μ1 ∪ μ2) and �P�D = �P1 �
 P2�D ∪ �P1 \ P2�D , we can obtain
(μ1 ∪ μ2) ∈ �P�D : μw ⊆ (μ1 ∪ μ2).

(μ1 ∪ μ2) ∈ �P�D : μw ⊆ (μ1 ∪ μ2) is conflicting with the initial assumption ∀μ ∈
�P�D : μw � μ.

If no such a mapping μ2 ∈ �P2�D : μ1 ∼ μ2, μ1 will belong to �P1 \ P2�D . μw will
appear in �P�D and conflict with the initial assumption ∀μ ∈ �P�D : μw � μ again.

Hence, ψP �= {ψP1�
P2 , ψP1\P2}, where ψP1�
P2 , ψP1\P2 are explanations for μw on
P1 �
 P2, P1 \ P2, respectively.

(ii) Figure 7 shows the parser tree and query evaluation of �P�D . With the premise ∀μ ∈
�P�D : μw � μ (cf. Definition 7) on the root node, we can obtain ∀μ ∈ �P1 �
 P2�D :
μw � μ for the left child of the root, and ∀μ ∈ �P1 \ P2�D : μw � μ for the right child of
the root. For the right child of the root, as described above, there is no possibility that there
exists a mapping μ1 ∈ �P1�D satisfying μw ⊆ μ1, and ∃μ2 ∈ �P2�D : μ1 ∼ μ2. Therefore,
the why-not question on right side of the root can be simplified to ∀μ ∈ �P1�D : μw � μ.

In summary, ∀μ ∈ �P�D : μw � μ can be translated into ∀μ ∈ �P1 �
 P2�D : μw � μ

or ∀μ ∈ �P1�D : μw � μ, depending on whether μw contains the variables in P2, as shown
in Fig. 7.

(iii) If dom(μw) ∩ var(P2) = ∅, then ∀μ ∈ �P�D : μw � μ can be translated into
∀μ ∈ �P1�D : μw � μ, as shown in Fig. 7. Then ψP = ψP1 , where ψP1 is the explanation
for μw on P1.

Taking Example 6 to illustrate above step, the why-not question μw = {?actorname →
“Spike Lee′′} and dom(μw) ∩ var(P2) = ∅. Therefore, ψP = ψP1 , and a possible explana-
tion is
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ψP1 = {〈?actor name ?actorname〉.
〈?actor type director〉}.

(iv) If dom(μw) ∩ var(P2) �= ∅, then ∀μ ∈ �P�D : μw � μ can be translated into
∀μ ∈ �P1 �
 P2�D : μw � μ, as shown in Fig. 7. Then ψP = ψP1�
P2 , where ψP1�
P2 is the
explanation for μw on P1 �
 P2.

Taking Example 6 to illustrate above step, the why-not question μ′
w = {?actorname →

“Leonardo DiCaprio, ′′?country → “United States′′} anddom(μ′
w)∩var(P2) = {?country}.

Thus, ψP = ψP1�
P2 , and a possible explanation is

ψP1�
P2 = {〈?actor name ?actorname〉.
〈?actor type actor〉.
〈?actor country ?country〉.
〈?actor gender male〉.
〈?actor haswon “Film awards for lead actor′′〉}.

��
Proposition 3 Let P = σR(P1), where P1 is a BGP, R is a filter condition, the explanation
for the why-not question μw on P is denoted by ψP .

(1) If ∃μ1 ∈ �P1�D : μw ⊆ μ1, then (F I LT ER(R), μ1) ∈ ψP , which indicates that μ1 is
eliminated from result mappings by the operator F I LT ER with the filter condition R.

(2) If ∀μ1 ∈ �P1�D : μw � μ1, then ψP = ψP1 , where ψP1 is the explanation for μw on
P1.

Example 7 Consider a graph pattern P = σR(P1) is used to find all war films since 2000,
where

P1 = {〈?film name ?filmname〉.
〈?film type War films〉.
〈?film released ?date〉},

and the filter condition R is ?date > “2000.′′

After graph pattern matching, we may obtain following mappings for P .
�P�D = {{?film → f2356, ?filmname → “The Pianist,′′

?date → “2000′′},
{?film →f3142, ?filmname → “Hotel Rwanda,′′
?date → “2004′′},

{?film →f1137, ?filmname → “Fury,′′
?date → “2014′′}}.

A why-not question μw = {?filmname → “Saving Private Ryan′′} is posed on P .
According to Proposition 3, we should first verify whether �P1�D contains Saving Private

Ryan by verifying whether ∃μ1 ∈ �P1�D : {?filmname → “Saving Private Ryan′′} ⊆ μ1.
If �P1�D contains Saving Private Ryan, explaining μw will focus on FILTER; otherwise,
explaining μw will focus on P1.

The following proof for Proposition 3 is illustrated with Example 7.

Proof Let P = σR(P1), where P1 is a BGP, R is a filter condition.
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Fig. 8 The parser tree of P = σR(P1)

(i) According to �σR(P)�D = σR(�P�D) and σR(Ω) = {μ ∈ Ω | μ |� R} (cf. Definitions
5, 6), �P�D = {μ1 ∈ �P1�D | μ1 |� R}.

(ii) Figure 8 shows the parser tree and query evaluation of �P�D . From bottom to top,
the graph pattern matching result �P1�D will be generated first during the query evaluation,
and then, �P1�D will be constrained by σR to generate the final �P�D . With the premise
∀μ ∈ �P�D : μw � μ (cf. Definition 7), we can observe that μw can be eliminated in two
cases: eliminated by the FILTER operator, or eliminated by the graph pattern matching of
P1. We can locate where μw is missing on the parser tree by determining whether ∃μ1 ∈
�P1�D : μw ⊆ μ1.

(iii) If ∃μ1 ∈ �P1�D : μw ⊆ μ1, taking a look at the parser tree in Fig. 8 μw is contained
by μ1 ∈ �P1�D . However, on the root of the parser tree, μ1 does not satisfy R and FILTER
eliminates μ1 from result mappings, hence, (F I LT ER(R), μ1) ∈ ψP .

Taking Example 7 to illustrate above step, we may obtain four mappings for P1.
�P1�D = {{?film → f2356, ?filmname → “The Pianist,′′

?date → “ 2000′′},
{?film → f3142, ?filmname → “Hotel Rwanda,′′
?date → “ 2004′′},

{?film → f1137, ?filmname → “Fury,′′
?date → “2014′′},

{?film → f2209, ?filmname → “Saving Private Ryan,′′
?date → “1998′′}}.

We can find that μw = {?filmname → “Saving Private Ryan′′} is contained by {?film →
f2209, ?filmname → “Saving Private Ryan,”?date → “1998′′} in �P1�D , and the reason
for missing μw is that FILTER eliminates the mapping {?film → f2209, ?filmname →
“Saving Private Ryan,′′ ?date → “1998′′} from the result set because of “1998′′ < “2000.”
Therefore,

(FILTER(?date > “2000′′),
{? f ilm → f 2209,

? f ilmname → “Saving Private Ryan,′′

?date → “1998′′})
will be added to ψP .

(iv) If ∀μ1 ∈ �P1�D : μw � μ1, the reason for μw is that the graph pattern matching of
P1 eliminates μ1 from result mappings. Taking a look at the parser tree in Fig. 8, ψP = ψP1 ,
where ψP1 is the explanation for μw on P1.
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(a) (b) (c) (d) (e)

Fig. 9 Explaining μw on the parse tree τ(P)

Taking Example 7 to illustrate above step, we may obtain three mappings for P1.
�P1�D = {{?film → f2356, ?filmname → “The Pianist,′′

?date → “ 2000′′},
{?film → f3142, ?filmname → “Hotel Rwanda,′′
?date → “ 2004′′},

{?film → f1137, ?filmname → “Fury,′′
?date → “2014′′}}.

Then we can observe that none of �P1�D contains μw = {?filmname → “Saving Private
Ryan′′}. Hence, μw on P = σR(P1) can be simplified to μw on P and ψP = ψP1 , where
ψP1 is the explanation for μw on P1. A possible explanation is

ψP = ψP1 = {〈?film name ?filmname〉.
〈?film released ?date〉.
〈?film type film〉}.

��

In summary, for why-not questions on MINUS and FILTER, we should consider both
operators and inappropriate triple patterns in BGPs according to Proposition 1 and 3; for
why-not questions on OPTIONAL, we should focus on inappropriate triple patterns in BGPs
according to Proposition 2.

Next, we investigate the complex scenario when graph patterns blend together with differ-
ent operators. Given BGPs P1, P2, P3, P4 and P5, a graph pattern P = σR( ( ( (P1 ∪ P2) �

P3) �
 P4 ) \ P5 ), a why-not question μw on P and dom(μw) ∩ var(P4) �= ∅. Figure 9a
shows the parse tree τ(P).

First, the operator UNION in τ(P) means that τ(P) needs to be converted to different
cases for μw by using the distributivity equivalences

(P1 ∪ P2) �
 P3 = (P1 �
 P3) ∪ (P2 �
 P3),

P1 �
 (P2 ∪ P3) = (P1 �
 P2) ∪ (P1 �
 P3),

(P1 ∪ P2) �
 P3 = (P1 �
 P3) ∪ (P2 �
 P3),

(P1 ∪ P2) \ P3 = (P1 \ P3) ∪ (P2 \ P3).

(3)
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Figure 9b presents one of the cases with P1. Then, �
 will be translated into �
 because of
dom(μw) ∩ var(P4) �= ∅ according to Proposition 2, as shown in Fig. 9b, c. Next, if the
evaluation �P1 �
 P3 �
 P4� of MINUS’s left side does not contain μw (i.e., ∀μ ∈ �P1 �

P3 �
 P4�D : μw � μ), the operator MINUS and its right side P5 will be removed from
τ(P) according to Proposition 1, as shown in Fig. 9c, d. Finally, for the operator FILTER,
μw is simplified to μw on P1 �
 P3 �
 P4 because of ∀μ ∈ �P1 �
 P3 �
 P4�D : μw � μ

according to Proposition 3, as shown in Fig. 9d, e.
In the above Example, ∃μ ∈ �P1 �
 P3 �
 P4�D : μw ⊆ μ is a necessity for μw

appearing in �P�D . We further define a new important notion, the necessary BGP, which is
used frequently in the following sections.

Definition 10 (Necessary BGP) Consider the SPARQL query Q (SELECT SWHEREP), a
why-not question μw on Q, the necessary BGP for μw is a basic graph pattern NB, where
NB ⊆ P and ∃μN ∈ �NB�D : μw ⊆ μN is a necessity for μw appearing in �Q�D .

For instance, Fig. 9e illustrates the necessary BGP for the why-not question μw in the above
example.

According to the above analyses, ANNA is designed to address why-not questions on
SPARQL queries using a divide-and-conquer strategy. ANNA first computes the necessary
BGP and identifies where the absence of the expected items occurs and then provides expla-
nations according to different reasons.

5 Explanation model

5.1 Framework

Given an RDF dataset D, a SPARQL query Q and a why-not question μw on Q, Fig. 10
illustrates the framework of generating a set of explanations Ψ by ANNA, which mainly
includes three modules: computing the necessary BGP (described in Sect. 5.2),modifying
graph patterns (described in Sect. 5.3) and identifying inappropriate operators (described
in Sect. 5.4).

Module I (computing the necessary BGP) This module first generates a parse tree τ(P) of
the SPARQL query Q and then computes the necessary BGP NB for the why-not question
μw based on τ(P) (described in Sect. 5.2). If τ(P) involves UNION operators, then this
module will output a set of necessary BGPs NBs, and ANNA will explain μw on each
necessary BGP in NBs, respectively.

With a necessary BGP NB, ANNA identifies where the expected mappingμw is removed
by determining ∃μN B ∈ �NB�D : μw ⊆ μN B , as shown in Fig. 10. If such aμN B exists, then
the why-not reason will be located at inappropriate operators; otherwise, it will be located at
inappropriate triple patterns in NB.

To determine ∃μN B ∈ �NB�D : μw ⊆ μN B , a new BGP NB ′ will be generated from
NB by substituting variables according to μw . For example, assuming a necessary BGP

NB1 = {〈?film name ?filmname〉.
〈?film director ?person〉.
〈?film released ?date〉},

and a why-not question {?filmname → “Batman′′},
NB ′

1 = {〈?film name “Batman′′〉.
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Fig. 10 Framework of ANNA

〈?film director ?person〉.
〈?film released ?date〉}.

�NB ′�D can be returned by issuing NB ′ to the SPARQL query engine and �NB ′�D ⊆
�NB�D . If �NB ′�D �= ∅, then ∀μN B′ ∈ �NB ′�D : μw ⊆ μN B′ , which means that ∃μN B ∈
�NB�D : μw ⊆ μN B ; otherwise, it suggests that ∀μN B ∈ �NB�D : μw � μN B . NB ′ will
be the input of the next modules instead of NB. If μw is about why the result is an empty
set, i.e., �NB�D = ∅, then NB ′ = NB.

Module II (modifying graph patterns) For the why-not question μw caused by inappro-
priate triple patterns in NB ′, this module generates a modified graph pattern mNB ′ by a
graph-based approach (described in Sect. 5.3). mNB ′ should be similar to NB ′ and can be
utilized to match RDF graphs for the expected mapping μw . Then, mNB ′ will be returned
as an explanation ψ .

Module III (identifying inappropriate operators) For a why-not question μw caused by
inappropriate operators, this module will compare each mapping μN B′ ∈ �NB ′�D with the
output of questionable operator via post-order traversal on the parse tree τ(P) of Q. Once a
mapping μN B′ (μw ⊆ μN B′ ) is filtered out by an operator op, the module will add a tuple
(op, μN B′) to the explanation ψ .

Algorithm 1 highlights the main steps of generating explanations. Lines 4–11 are to deter-
mine ∃μN B ∈ �NB�D : μw ⊆ μN B . Lines 5–10 are to replace variables of tp according to
μw and generate NB ′. Function ComputingNB (Module I) is described in Sect. 5.2, Mod-
ifyingGP (Module II) is described in Sect. 5.3, and InappropriateOperator (Module III) is
described in Sect. 5.4.

5.2 Computing the necessary BGP

The module of computing the necessary BGP (Module I) aims to find the necessary BGP
NB for μw . In this module, the parse tree τ(P) is generated from Q, and computing the
necessary BGP essentially involves eliminating∪, \, �
, σ from τ(P) and retaining the basic
graph patterns in τ(P), which must match RDF triples for μw .
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Algorithm 1 Generating an explanation
Input: SPARQL query Q, �Q�D , μw
Output: A set of explanations Ψ
1: Initialization: N Bs = ∅, Ψ = ∅;
2: N Bs ←ComputingNB(Q);
3: for all N B ∈ N Bs do
4: N B′ = ∅;
5: for all tp ∈ N B do
6: if tp.contains(?w ∈ μw) then
7: tp.?w = w
8: end if
9: N B′.add(tp);
10: end for
11: if �N B′�D �= ∅ then
12: ψ←InappropriateOperator (Q, �N B′�D) ;
13: else
14: ψ← ModifyingGP(N B′, μw) ;
15: end if
16: Ψ .add(ψ);
17: end for
18: return Ψ .

Fig. 11 Eliminating OPTIONALs from the parse tree τ(P)

As analyzed in Sect. 4.2, if τ(P) involves UNIONs, then NB needs to be processed
according to Equation (3). However, the following distributivity equivalences do not hold
when ∪ is in the right side of \ or �
 [28],

P1 �
 (P2 ∪ P3) = (P1 �
 P2) ∪ (P1 �
 P3),

P1 \ (P2 ∪ P3) = (P1 \ P2) ∪ (P1 \ P3).
(4)

Hence, OPTIONAL andMINUS operators should be eliminated from the parse tree τ(P) by
pre-order traversal before the UNION is to be processed.

According toProposition 2, once a node is �
, if the right-side graph pattern of �
 contains
variables of μw , then the �
 will be translated into �
; otherwise, the right-side graph pattern
of �
 will be pruned, and �
 itself will be replaced by its left-side graph pattern.

For instance, a graph pattern P is (P1 �
 P2) �
 (P3 �
 (P4 �
 P5)) and dom(μw) ∩
var(P3) �= ∅. Figure 11 illustrates the eliminations of OPTIONAL operators from the parse
tree τ(P). The necessary BGP NB is P1 �
 P3.

According to Proposition 1, once a node is \, the right-side graph pattern of \ will be
pruned, and \ itself will be replaced by its left-side graph pattern.
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Fig. 12 Eliminating MINUSs from the parse tree τ(P)

Table 1 Statistics of four SPARQL query log datasets in LSQ

Dataset Date #Queries

DBpedia 30/04/2010 to 20/07/2010 1.7 million

Linked Geo Data (LGD) 24/11/2010 to 06/07/2011 1.6 million

Semantic Web Dog Food (SWDF) 16/05/2014 to 12/11/2014 1.4 million

British Museum (BM) 08/11/2014 to 01/12/2014 800 thousands

For instance, a graph pattern P is P1 �
 (P2 \ (P3 \ P4)). Figure 12 illustrates the
eliminations of MINUS operators from the parse tree τ(P). The necessary BGP NB is
P1 �
 P2.

Given a SPARQL query Q and the why-not question μw , we propose the algorithm
Computing necessary BGP to compute NB for μw , whose pseudocode is presented in Algo-
rithm 2. First, the parse tree τ(P) is constructed by parsing Q [28] (Line 2). Next, FILTER,
OPTIONAL and MINUS operators are eliminated by pre-order traversal on τ(P) (Lines 3–
29). Then, according to Equation (3), the UNION operators are processed to convert τ(P)

from conjunctive normal form (CNF) to disjunctive normal form (DNF) (Line 30). Finally,
the remaining graph patterns are divided into basic graph patterns byUNIONs, and each BGP
forms a necessary BGP (Lines 31–32).

The algorithm 2 of Module I (computing the necessary BGP) mainly consists of two
parts: 1) eliminating FILTER, OPTIONAL and MINUS operators by pre-order traversal on
parser tree τ(P) [28]; 2) processing UNION operators to convert τ(P) from conjunctive
normal form (CNF) to disjunctive normal form (DNF). For the pre-order traversal, the time
complexity is O(n), where n is the number of operators in τ(P). For processing UNION
operators, the process of converting CNF to DNF has been proved NP-hard [27]. And its
worst time complexity is O(2m); m is the number of UNIONs. Hence, the time complexity
of module is O(n + 2m).

We analyze SPARQL queries from the logs of four datasets in LSQ [29] shown in Table 1.
We find that theUNION queries are not often used inDBpedia, LGD andBM. The percentage
ofUNION queries is 4.42% in DBpeida, 9.65% in LGD, 0.00% in BM, respectively. Among
theseUNION queries, 96.25% in DBpedia (99.11% in LGD) have oneUNION. Although the
percentage of UNION queries in SWDF is 32.71%, but 98.77% of them contain one single
UNION only, 0.93% have two UNIONs. Hence, the number of UNIONs is usually very tiny
(and frequently is just one) in the real-world SPARQL queries, and we can ignore this cost
in most time.
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Algorithm 2 Computing necessary BGP
Input: SPARQL query Q
Output: A set of necessary BGP N Bs
1: Initialization: N Bs = ∅, τ(P) = ∅, ψ = ∅, Stack;
2: τ(P)← ParseQuery (Q); // return a parse tree
3: Node ←SelectRootNode(τ(P));
4: while Node != NULL or !Stack.Empty() do
5: while Node!=NULL do
6: if Node is σ then
7: //eliminating σ according to Proposition 3
8: Node=Node → le f tchild;
9: end if
10: if Node is \ then
11: //eliminating \ according to Proposition 1
12: Node → rightchild=∅;
13: Node=Node → le f tchild;
14: end if
15: if Node is �
 then
16: //eliminating �
 according to Proposition 2
17: if dom(μw) ∩ var(Node.RigthTree) = ∅ then
18: Node → rightchild=∅;
19: end if
20: Node=Node → le f tchild;
21: end if
22: Stack.push(Node);
23: Node=Node → le f tchild;
24: end while
25: if !Stack.Empty() then
26: Node ←Stack.pop();
27: Node=Node → rightchild;
28: end if
29: end while
30: τ(P)←applying Equation (3) on τ(P);
31: //extracting BGPs from τ(P) divided by ∪.
32: N Bs←ExtractingBGPs (τ(P));
33: return τ(P).

We also measure the execution time of Module I answering 61 why-not questions in our
experiment, and the average time is 1.3 s. This amount of time is acceptable for the whole
framework and indicates that UNIONs have minimal impact on the efficiency of module I.

5.3 Modifying graph patterns

The module of modifying graph patterns (Module II) aims to address why-not questions
caused by inappropriate triple patterns in Q. The input of this module is NB ′ (�NB ′�D = ∅).
To explain μw , this module will detect and modify inappropriate triple patterns in NB ′. The
modified BGP mNB ′ of NB ′ will be returned as an explanation and help refine the initial
BGPs of SPARQL queries, which are illustrated with Example 8 as follows:

Example 8 Consider a necessary BGP NB4 is used to find the actors who starred in Tim
Burton’s film Alice in Wonderland and starred in another Tim Burton film.

NB4 = {〈?actor name ?actorname〉.
〈?actor strarring ?film1〉.
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〈?actor strarring ?film2〉.
〈?film1 name “Alice in Wonderland′′〉.
〈?person director ?film1〉.
〈?person name “Tim Burton′′〉.
〈?person director ?film2〉.
〈?film2 name ?film2name〉}.

The user proposes a why-not question μw =
{?actorname → “Alan Rickman,′′
?film2name → “Alice Through the Looking Glass′′}.
NB ′ has a graph structure, in which triple patterns are connected by �
. Figure 13a shows a

graphical representation of NB ′
4 generated from NB4 according to μw ( �NB ′

4�D = ∅), and
tp1 ∼ tp8 are the identifiers of the triple pattern in NB ′

4. A naive solution to find inappropriate
triple patterns is examining the output of joined triple patterns in a left linear fashion. This
solution may lead to an exhaustive search because the time cost of each identification step is
proportional to the number of RDF triples that are produced during examination, which has
been proved in [30]. For instance, tp1 and tp2 are used to find all actors and their starring
films in the dataset, and they will produce 81,693,233 RDF triples which need to be joined
with each other and examined one by one.

To tackle the above challenge, ANNA employs a novel graph-based approach to detect
inappropriate triple patterns. The approach considers the topological properties and mainly
includes three steps: BGP partition, inner-part modification and inter-part modification. We
will illustrate these three steps with Example 8 in next sections.

5.3.1 BGP partition

This step aims to partition the graph pattern of Q into several parts based on different types
of �
.

For a BGP, �
 between two triple patterns is on the shared subjects or objects. Thus, the
typical types of �
 are subject–subject �
 (S-S �
), subject–object �
 (S-O �
) and object–
object �
 (O-O �
). In this study, we do not consider �
 on predicate, because it is uncommon
[32]. Triple patterns joined by S-S �
 typically describe an entity and the property values to
be queried, e.g., 〈?film name ?filmname〉 �
 〈?film director ?person〉. Triple patterns joined
by S-O �
 or O-O �
 describe the relationships between two different entities to be queried,
e.g., 〈?film director ?person〉 �
 〈?person name“Tim Burton′′〉. The empirical study [32] on
real-world SPARQL queries fromDBpedia logs also reveals that the most common type of �

is S-S �
 (59.23%), followed by S-O �
 (35.88%) andO-O �
 (4.66%). This finding indicates
that entities and their property values are more concerned by users, and triple patterns joined
by S-S �
 should be detected first.

On the basis of different types of �
, NB ′ can be partitioned into several parts. Each part
Parti ⊆ NB ′ contains only S-S �
 and connects to others by S-O �
 or O-O �
. Figure 14
illustrates the partition of NB ′

4. With the BGP partition, ANNA will first detect and modify
the triple patterns shared on the same subject, which are more likely to appear in SPARQL
queries. On the other hand, ANNA can detect inappropriate triple patterns in a parallel
process, i.e., each part after partitioning can be parallelized onto the threads (or computing
nodes) without interactions.
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(a)

(b)

Fig. 13 N B′
4 of necessary BGP N B4, and identification process of joined triple patterns. a N B′

4, b Identifying
the joined pattern in a linear fashion

Fig. 14 The partition of N B′
4

5.3.2 Inner-part modification

This step aims to modify inappropriate directions and RDF terms in triple patterns shared
on the same subject. For each Parti ⊆ NB ′, ANNA detects each triple pattern tp j ∈ Parti
by adding tp j to a detecting BGP dParti in an orderly manner and issuing dParti to D.
If �dParti �D �= ∅, then tp j will be marked as normal. If �dParti �D = ∅, then tp j is an
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Fig. 15 Detection and modification process of tp5 in N B′
4

inappropriate triple pattern and should be modified. Note that RDF terms specified by μw

in tp j should not be modified. The subject of tp j shared by other triple patterns in Parti
cannot be modified.

Now, we describe the modifications for the inner-part inappropriate triple patterns. Given
an inappropriate triple pattern tp j ∈ Parti and Parti ⊆ NB ′, �dParti �D = ∅ after adding
tp j to dParti .

Direction Modification ANNA uses Reverse() (cf. Sect. 4.1) and verifies whether
�dParti �D = ∅ after adding Reverse(tp j ) into dParti . If �dParti �D �= ∅, ANNA will
further determine whether ∃Partz ⊆ NB ′, which connects to Reverse(tp j ) with S-S �
. If
such Partz exists, then Reverse(tp j ) will be added to Partz to make the inner-part mod-
ification; otherwise, Reverse(tp j ) will be taken out from dParti to make the inter-part
modification in the next step.

For instance, tp5 of Part4 is in an inappropriate direction, as shown in Fig. 14. Figure
15 illustrates the detection and modification process from Steps 1 to 3 with tp5. In Step 1,
�tp8�D �= ∅ indicates that tp8 is normal. In Step 2, tp5 is detected as an inappropriate triple
pattern and Reverse(tp5) is an effective modification. In Step 3, Reverse(tp5) is added to
Part2, and dPart4 is ready to perform the next detection.

If �NB�D �= ∅, then all directions of predicates in NB are correct (cf. analysis of AND
in Sect. 4.2) and Reverse() will not be applied to any triple patterns in Parti ⊆ NB ′.

RDF term modification If Reverse(tp j ) is added into dParti but �dParti �D is still an
empty set, then ANNAwill use Modi f y() to modify an RDF term in tp j and generate a new
tp′

j , which satisfies �dParti �D �= ∅ after adding tp′
j to dParti . Modi f y() is implemented

by the ontology-based approach, which generates a modified RDF term r ′ by performing
RDFS inference rules and ontology on original RDF term r . For example, director in NB ′

4 can
be modified to producer by applying subproperty rule7 with the film ontologies in DBpedia.

The semantic similarity between r and r ′ can be measured by Wu and Palmer similarity
[27] and is defined as

sim(r, r ′) = 2depth(LC A(r, r ′))
depth(r) + depth(r ′)

, (5)

where LC A(r, r ′) is the least common ancestor of r and r ′ in the ontology of D and depth(r)
is the depth of r in the ontology. If r ′ is a variable, then sim(r, r ′) = 0.

For inappropriate RDF terms of tp j = 〈s j , p j , o j 〉, three cases exist for the modification
of tp j .

Case 1 p j and o j are already bound to an RDF term in D. Thus, both p j and o j can be
modified. ANNA will then choose the RDF term r∗ which satisfies

r∗ = argmax
r∈{o j ,p j }

sim(r, Modi f y(r)), (6)

7 http://www.w3.org/TR/rdf-schema/.
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Fig. 16 Inner-part modification of N B′
4

and use Modi f y(r∗) to generate the new triple pattern tp′
j .

Case 2 p j is bound, o j is a variable. ANNAwill use Modi f y(p j ) to generate the new triple
pattern tp′

j .
Case 3 p j is a variable, o j is bound. ANNA will use Modi f y(o j ) to generate the new triple

pattern tp′
j .

Efficiency optimizationTo improve the efficiency of inner-part modification, the procedure
of detecting triple patterns has three strategies:

(i) Triple patterns that contain expected RDF terms of μw should be detected first (e.g.,
tp1 in Example 8), because ANNA should first determine triple patterns that contain
expected RDF terms which are normal.

(ii) If a triple pattern tp j ∈ Parti is inappropriate, then ANNA will modify tp j to tp′
j and

determine �Parti �D �= ∅ (note that this is not �dParti �D �= ∅) with the new tp′
j .

If �Parti �D �= ∅, ANNA will terminate the detection of Parti .
(iii) The efficiency of the detecting procedure varies by the orders of selecting triple patterns

to detect. The order of selecting triple patterns to be detected impacts the efficiency of
detection procedure. To improve the efficiency, we implemented the heuristic in [30]
for the selection order of triple patterns:

〈s j , p j , o j 〉 ≺ 〈?, p j , o j 〉 ≺ 〈s j , p j , ?〉 ≺ 〈s j , ?, o j 〉
≺ 〈?, p j , ?〉 ≺ 〈?, ?, o j 〉 ≺ 〈s j , ?, ?〉 ≺ 〈?, ?, ?〉,

where the triple pattern on the left side of≺ is more selective than the one on the right side of
≺, s j , p j , o j represent subject, predicate and object, and ? refers to a variable. In the above
heuristic, (1) the fewer variables a triple pattern has, the more selective it is likely to be; (2)
a triple pattern with unbound subjects is more selective than a triple pattern with unbound
objects or predicates.

After all triple patterns are detected, the unbound variable ?x ∈ Parti will be bounded
according to π?x �Parti �D . Figure 16 shows the result of inner-part modification of NB ′

4. All
subjects and objects are bound.

5.3.3 Inter-part modification

After inner-part detection and modification of triple patterns, this step aims to modify inap-
propriate RDF terms in triple patterns which connect different parts of NB ′.

ANNA first merges Parti ⊆ NB ′ by processing the S-O �
 or O-O �
 between different
parts. Consider a S-O �
 or O-O �
 between Parti and Partz of NB ′, their shared subject or
object is denoted by c. After inner-part modifications, c is already bounded by πc�Parti �D
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Fig. 17 Merging sub parts of N B′
4

Fig. 18 Inter-part modification of N B′4

in Parti and πc�Partz�D in Partz . If πc�Partz�D �
 πc�Parti �D �= ∅, ANNA will merge
Parti and Partz by connecting the related triple patterns with S-O �
 or O-O �
, and c will
be bounded by πc�Partz�D �
 πc�Parti �D before detecting the next inter-part connection.
Figure 17 shows the result of merging all Parti ⊆ NB ′

4 in Example 8.
For the unconnected S-O �
 and O-O �
, ANNA will locate the shared node c in NB ′.

For each predicate p that connects to c, ANNA will use Modi f y() to modify p to p′, which
satisfies all S-O �
, and O-O �
 on c can be merged together if p is replaced with p′. ANNA
will choose the predicate p∗ satisfying

p∗ = argmax
p∈{tp|c∈tp∧tp∈Parti }

sim(p, Modi f y(p)), (7)

and use Modi f y(p∗) to modify NB ′.
For instance, ?person is shared by Part2, Part3 and Part4 in NB ′

4, as shown in
Fig. 18. ?person fails to connect Part2, Part3 and Part4 because π?person�Part2�D �

π?person�Part3�D �
 π?person�Part4�D=∅. Part2, Part3, and Part4 will be connected
by ?person if the director of tp5 is modified to producer, and π?person�Part2�D �

π?person�Part3�D �
 π?person�Part4�D �= ∅.

Finally, a modified BGPmNB ′ of NB ′ will be returned as the explanation for the why-not
question to the user, with which the user can refine the initial BGP NB. Figure 19 shows the
mNB ′

4 for NB ′
4, which indicates that the director of Alice Through the Looking Glass is not

Tim Burton, and the direction of director in initial SPARQL query is inappropriate.

5.4 Identifying inappropriate operators

The module of identifying inappropriate operators (Module III) aims to address why-not
questions caused by inappropriate operators. The input of this module is a set of mappings
�NB ′�D . Each mapping μN B′ ∈ �NB ′�D contains the expected mapping μw .

123



Answering why-not questions on SPARQL queries

Fig. 19 The modified BGP mNB′4

Fig. 20 Parser tree τ(P) of Q5 in Example 9

As analyzed in Sect. 4.2, MINUS and FILTER are only two questionable operators that
can eliminate expected mappings from the query processing. Therefore, ANNA will only
compare each mapping μN B′ ∈ �NB ′�D with MINUS or FILTER’s output via post-order
traversal on the parse tree τ(P) of Q.

Given a SPARQL query Q (SELECT S WHERE P), a why-not questionμw , the necessary
BGP NB for μw , and �NB ′�D �= ∅, we propose the algorithm Identifying Inappropriate
Operators, whose pseudocode is presented in Algorithm 3. The identification procedure is
illustrated with Example 9 as follows:

Example 9 Given a SPARQL query Q5, the graph pattern P of Q5 is σR((P1 \ P2) �

(P3 \ P4)). The necessary BGP NB is P1 �
 P3 and N B ′ is generated from NB according
to μw , �NB ′�D �= ∅, ∀μN B′ ∈ �NB ′�D : μw ⊆ μN B′ .

First, the parse tree τ(P) is constructed by parsing Q [28] (Line 2). For instance, the τ(P)

of Q5 in Example 9 is shown in Fig. 20.
Next, a multiset [15] of FILTER andMINUS operators, OP , can be screened from τ(P)

by post-order traversal on τ(P) (Line 3). As shown in Fig. 20, OP of Q5 in Example 9 is {
MINUS \,MINUS \, FILTER σ }.

Lines 4–18 identify inappropriate operators. For each op ∈ OP , its output Ωop is a set of
mappings (Line 5). For μN B′ ∈ �NB ′�D , if ∀μop ∈ Ωop : μop � μN B′ , then op filters out
μN B′ from query processing (Line 7).

If the inappropriateop isFILTERwith the filter condition R, then the tuple (F I LT ER(R),

μN B′) will be added into the explanation ψ (Lines 8–10).
If op isMINUS, then ANNA first locates the right child ofMINUS, finding the compatible

mapping (cf. Definition 4) μ′
N B′ of μN B′ in the output of the right child (Lines 11–14). The

tuple (MI NUS(μ′
N B′), μN B′) can be added to ψ (Line 15). For instance, consider the first
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Algorithm 3 Identifying inappropriate operators
Input: SPARQL query Q, expected mappings �N B′�D
Output: Explanation ψ
1: Initialization: τ(P) = ∅, OP = ∅, ψ = ∅;
2: τ(P)←ParseQuery (Q); //return a parser tree
3: OP←PostOrderTraversal(τ(P));
4: for all op ∈ OP do
5: Ωop←GetOutputOfOperator(op);
6: for all μN B′ ∈ �N B′�D do
7: for all ∀μop ∈ Ωop : μop � μN B′ do
8: if op is σ(R) then
9: ψ .add(F I LT ER(R),μN B′ );
10: end if
11: if op is \ then
12: Ωr←GetOutputOfOperator(op → rightchild);
13: μ′

N B′←FindCompatibleMapping(Ωr ,μN B′ );
14: ψ .add((MI NUS(μ′

N B′), μN B′));
15: end if
16: end for
17: end for
18: end for
19: return ψ .

MINUS of OP in Example 9, ANNAfirst locates P2 in τ(P) and then finds the corresponding
μ2 ∈ �P2�D : μ2 ∼ μN B′ . The tuple (MI NUS(μ2), μN B′) will be added to explanation ψ .

The cost of Algorithm 3 is O(n ×m × o), where n is the number of operators in τ(P), m
is the size of �NB ′�D , and o is the largest output set for any operation in τ(P).

6 Experiments

Our proposed explanation model, ANNA, was evaluated in terms of effectiveness and effi-
ciency by performing experiments on two real-world RDF datasets. In particular, we wish to
answer i) how well our method compares to the competing techniques?”, which is evaluated
in Sect. 6.1. Given this, the next question naturally raised would be ii) is the proposed model
efficient? does it scale to large knowledge graph?” To investigate this, we explore our model
on two real-world large knowledge graphs, which is presented in Sect. 6.2. The detailed
experimental settings of our evaluations are described as follows.

Datasets Two RDF datasets, namely English DBpedia and LinkedMDB, were used in the
experiments. The DBpedia dataset is the nuclear dataset of Linked Data and con-
tains more than 4.58 million entities and 583 million RDF triples, among which
approximately 50,000 entities are typed as films. The LinkedMDBdataset contains
503,000 RDF entities and 6.14 million RDF triples.

Query set It is important to note that, to the best of our knowledge, our work is the first on
SPARQLwhy-not questions. There is no benchmark query set for the evaluation.
To address this, we create a SPARQLquery set andmade it publicly available (see
footnote 8 on this page). Fifty SPARQL queries8 about filmswere constructed for
evaluation. As we analyzed in Sect. 4, SPARQL why-not questions may happen

8 http://kfm.skyclass.net/anna/queryset.html.
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at the triple pattern level or the query operator level, and the query set should
include diverse queries to cover all kinds of why-not scenarios. Therefore, the
query set has been designed to focus on the following two aspects.

(1) For the triple pattern level, the query set has been designed to include queries with
inappropriate direction, and inappropriate RDF terms.

(2) For the query operator level, the query set has been designed to include queries with the
operator AND, OPTIONAL, MINUS, UNION, different operators blending together, as
well as containing FILTER conditions.

Six volunteers (graduate students in computer science, but none of them know the details
of ANNA) were asked to pose the fifty SPARQL queries independently over LinkedMDB.
Volunteers issued why-not questions by specifying missing items that were supposed to be
shown up but were not in the final result. Volunteers may issue different why-not questions
for the same SPARQL query, as we analyzed in Example 1.

A total of 61 why-not questions (w1-w61) were obtained from the 42 SPARQL queries,
among which 44 why-not questions were caused by inappropriate triple patterns, and the
remaining 17 were caused by inappropriate operators.

Baselines In addition, there is no baseline method that can be readily applied; hence, in our
experiment, we only compare with the modified versions of an operator-based
model based on [7] (denoted by OM). The operator-based model in [7] is often
used as the baseline for answering why-not questions in relational databases. The
results show that our explanation model significantly outperforms OM. ANNA
and OMwere written in Java. Apache Jena9 was utilized as a fundamental toolkit
to build ANNA [36]. All experiments were conducted on a quadcore 3.10 GHz
PC operating on Windows 7 with 8GB of RAM and a 1TB hard disk.

6.1 Effectiveness of ANNA

6.1.1 ANNA versus OM

By analyzing the explanations for 61 why-not questions, we observed that OM may be not
applicable for some cases. ANNA can generate more useful explanations than OM for users
to fix original queries. Owing to limitations of space, we selected five typical queries q1 . . . q5
from query set to illustrate the evaluation, as shown in Table 2. In order to include all why-not
scenarios, they should contain FILTER (q1), OPTIONAL (q2), MINUS (q3), UNION (q4)
and inappropriate direction (q5), respectively. The AND is the basic operator to form basic
graph patterns, and it is contained by all q1 . . . q5 queries. Tables 3 and 4 show the why-not
questions and explanations on q1 . . . q5, where μwi j denotes the why-not question on query
qi , i ∈ [1, 5], j ≥ 1.

Applicability If the absence of the expected mapping occurs at the MINUS or OPTIONAL
graph patterns, then OM is not applicable as opposed to ANNA, such as μw22 ,
μw32 .

Usefulness (1) Considerμw11 , OM simply identifiedFILTER(?date > “1990′′) as the expla-
nation. However, the explanation computed by ANNA not only points out that
μw11 is excluded because of the condition on ?date, but also reveals the addi-
tional information that the missing film Batman was actually released in 1989.

9 http://jena.apache.org.
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Table 2 Five SPARQL queries q1 . . . q5

qi Query Graph pattern

q1 To find films directed by Tim
Burton since 1990.

P1 = {〈?film name ?filmname〉.
〈 ?film released?date〉.
〈 ?film director ?person〉}
P2 = {〈 ?person name“Tim Burton′′〉}

π{? f ilmname,?date}
(σ?date>“1990′′

(P1 �
 P2))

q2 To retrieve the actor and his
country if he won Academy
Male Best Actor.

P1 = 〈 ?actor name?actorname〉
P2 = 〈 ?actor type actor.〉
P3 = {〈 ?actor country?country〉.
〈 ?actor gender male〉}
P4 = {〈 ?actor haswon“Academy
Award for Best Actor′′〉}

π{?actorname, ?countr y}
((P1 �
 P2) �


(P3 �
 P4))

q3 To find romantic disaster films
released after 2000.

P1 = {〈?film name ?filmname〉.
〈 ?film type Romantic films〉 .
〈 ? film type Disaster films〉}
P2 = 〈 ? film released?date〉π{? f ilmname,?date}

(P1 \ (σ?date>“2000′′ (P2)))
q4 To find war or road films released

in America.
P1 = {〈 ?film type War films〉}
P2 = 〈 ?film type Road films〉
P3 = {〈 ?film name?filmname〉.
〈 ?film country “United States′′〉}

π{? f ilmname}
((P1 ∪ P2) �
 P3)

q5 To find the female directors who
directed and acted in the same
film, and the film won the
Academy Best Picture.

P1 = 〈 ?director director ?film〉
P2 = 〈 ?director actedin?film〉
P3 = 〈 ?director name?directorname〉
P4 = 〈 ?director gender female〉
P5 = {〈 ?film name?filmname〉.
〈 ? film haswon “Academy Award for
Best Picture′′〉}

π{?directorname,? f ilmname}
(P1 �
 P2 �
 P3

�
 P4 �
 P5)

Table 3 Why-not questions on
q1 . . . q5

μwi j Why-not questions

μw11 {? f ilmname → “Batman′′}
μw12 {?date → “1995,′′ ? f ilmname → “Batman Forever ′′}
μw21 {?actorname → “Spike Lee′′}
μw22 {?actorname → “Leonardo DiCaprio,′′

?countr y → “United States′′}
μw31 {? f ilmname → “The English Patient ′′}
μw32 {? f ilmname → “T itanic′′}
μw41 {? f ilmname → “Atonement ′′}
μw51 {? f ilmname → “Argo′′}

With this important information, the user can refineFILTER condition toFILTER
(?date > “1989′′), and Batman will show up in the query result. (2) Consider
μw12 , μw21 , μw31 , μw41 and μw51 , OM identified the operator AND between
two triple patterns as the explanation. However, users are more concerned about
which parts of triple patterns failed to retrieve the expected mapping. With the
suggestedmodifications byANNA, the user can determinewhyμw12 ,μw21 ,μw31 ,
μw41 and μw51 are missing.
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Table 4 Why-not questions, and explanations generated by ANNA and QM

μwi j why-not questions ANNA OM

μw11 {? f ilmname → “Batman′′}

{(FILTER(?date > “1990′′),
{?film → f1333,
?date → “1989,′′
?person → p2556,
?filmname → “Batman′′}}

FILTER

μw12
{?date → “1995′′,
? f ilmname → “Batman Forever ′′}

P′ = {〈 ?film name ?filmname〉.
〈 ?film released ?date〉.
〈 ?film producer ?person〉.
〈 ?person name “Tim Burton”〉}

AND

μw21 {?actorname → “Spike Lee′′} P′ = {〈 ?actor name ? actorname〉.
〈 ?actor type director〉} AND

μw22
{?actorname → “Leonardo DiCaprio,′′
?countr y → “United States′′}

P′ = {〈 ?actor name ?actorname〉.
〈 ?actor type actor〉.
〈 ?actor country ?country〉.
〈 ?actor gender male〉.
〈 ?actor haswon “Film awards
for lead actor′′〉}

Not applicable

μw31 {? f ilmname →
“The English Patient ′′}

P′ = {〈 ?film name ?filmname〉.
〈 ?film type Romantic films〉.
〈 ?film typeWarfilms〉}

AND

μw32 {? f ilmname → “T itanic′′}
{(MINUS({?film → f25371,

date → “1997′′}),
{?film → f25371,

?filmname → “Titanic′′}}
Not applicable

μw41 {? f ilmname → “Atonement ′′}

P′ = {〈 ?film type War films〉.
〈 ?film name?filmname〉.
〈 ?film country “UK′′〉}
P′′ = {〈 ?film typeRomantic films〉.
〈 ?film name filmname〉.
〈 ?film country “UK′′〉}

AND

μw51 {? f ilmname → “Argo′′}

P′ = {〈 ?filmdirector ?director〉.
〈 ?director actedin ?film〉.
〈 ?director name?directorname〉.
〈 ?director gendermale〉.
〈 ?film name ?filmname〉.
〈 ?film haswon “Academy
Award for Best Actor′′〉}

AND

In summary, ANNA can identify where the expected mapping is missing and generate
more informative and useful why-not explanations than OM.

6.1.2 Metrics on the modified graph pattern

For the why-not questions caused by inappropriate triple patterns, the explanations are mod-
ified graph patterns. A good modified query should be similar to the original query and have
few extra items in the result [18]. We measure the effectiveness of a modified graph pattern
by using two metrics.

SimilaritymetricGiven a graph pattern P and itsmodified graph pattern P ′, the similarity
between P and P ′ can then be computed as
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Table 5 The similarities and the
imprecision values of modified
graph patterns for μw12 , μw21 ,
μw22 , μw31 , μw41 and μw51

mk
w μw simP(P,P’) impP(P,P’)

m1
w12

μw12 0.972 0.143

m1
w21

μw21 0.814 0.382

m1
w22

μw22 0.932 0.193

m1
w31

μw31 0.933 0.167

m1
w41

μw41 0.935 0.212

m2
w41

μw41 0.891 0.25

m1
w51

μw51 0.958 0

simP(P, P ′) =
n

∑

i=1

sim(ri , r
′
i )/n , (8)

where ri ∈ P , r ′
i ∈ P ′, ri and r ′

i are RDF terms. sim(ri , r ′
i ) is computed according to

Equation (5), and n is the number of RDF terms in P . The closer to 1 simP(P, P ′) is, the
better P ′ is.

Imprecision metric The modified graph pattern P ′ should be as precise as possi-
ble in terms of its result. Ideally, �P ′�D should contain only existing mappings in �P�D
and one mapping μ′ that satisfies μ′ ⊇ μw . For instance, μ′ in Example 1 may be
{? f ilm → f 1333, ?date → “1990,′′ ?person → p2556, ? f ilmname → “Batman′′},
which contains μw = {? f ilmname → “Batman′′}. Any additional mappings in �P ′�D are
considered irrelevant results that should be minimized. Given a P ′, let R ⊆ �P ′�D denote the
mappings that contain the why-not question μw . We follow [33] and define the imprecision
value for P ′ as the ratio of the number of irrelevant mappings in �P ′�D to the number of
mappings in �P ′�D :

impP(P, P ′) = |�P ′�D − R − �P�D|
|�P ′�D| . (9)

The closer to 0 impP(P, P ′) is, the better.
Table 5 reports the similarities and imprecision values of modified graph patterns forμw12 ,

μw21 , μw22 , μw31 , μw41 and μw51 , where m
k
wi j

denotes the modified graph pattern for μwi j

(UNION may lead to more than one modified graph pattern for a why-not question, e.g,
μw41 ).

For 44 why-not questions caused by inappropriate triple patterns, ANNA generated 48
corresponding modified graph patterns. The average of similarity is approximately 0.91,
and the average value of imprecision is approximately 0.17 (11 modified graph patterns
imprecision values are 0). Modified graph patterns generated by ANNA have good quality
in terms of both similarity and imprecision metrics.

6.2 Efficiency evaluation

6.2.1 ANNA versus OM

In this section, we first measure the execution time required by ANNA to generate explana-
tions on LinkedMDB. Then, we compare the efficiency of ANNA with OM.

Performance of modifying graph patterns We measure the modification time for the
44 why-not questions caused by inappropriate triple patterns. The experimental result shows
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Fig. 21 Time overhead of ANNA and OM

that the modified graph patterns for explaining why-not questions can be generated in less
than 6 s, the average time is 3.5 s, and the maximum time is 5.3 s. This amount of time is
tolerable considering that users are eventually provided an explanation.

Performance of identifying inappropriate operators We measure the execution time
of identifying process for the 17 why-not questions caused by inappropriate operators. The
experimental result shows that all inappropriate operators for a why-not question can be
identified in less than 4 s, the average time is 1.8 s, and the maximum time is 3.6 s. This
amount of time is acceptable for users to obtain explanations.

The capability of ANNA to generate an explanation within a reasonable amount of time
is attributed to the divide-and-conquer strategy adopted by ANNA. The query level where a
why-not question occurs is first identified by ANNA. Explanations are then generated at the
corresponding level. As a result, complex query processing is avoided.

ANNA versus OM Figure 21 reports runtimes for ANNA and OM on 28 out of 61 why-
not questions (for the others, OM is not applicable). Among these, 17 why-not questions are
caused by inappropriate operators, and others are caused by inappropriate triple patterns. For
comparison purposes, we only measure the runtime of inappropriate triple patterns detection
and ignoring the time of modification time. We observe that OM is slower than ANNA,
because ANNA adopts the BGP partition to identify triple patterns in parallel and detects
questionable operators (MINUS or FILTER) only during the bottom-up traversal.

We then see what occurs when OM is slower than—but comparable to—ANNA, such
as w2, w3, w12, w24, w27 and w37 in Fig. 21. In OM, the expected RDF terms are pruned
out by AND between two triple patterns, which is close to the leaf level of the parse tree;
hence, the bottom-up traversal of the tree can stop early. ANNA cannot benefit from such an
early termination. Although the time complexities of generating these explanations by OM
and ANNA are identical, ANNA can retrieve explanations attached with more information
to users. (e.g., μw11 in Sect. 6.1.1).

6.2.2 Sensitivity analysis on different scale datasets

Sensitivity analysis of modifying graph patterns Figure 22 shows the graph pattern
modification time for the 44 why-not questions caused by inappropriate triple patterns on

123



M. Wang et al.

Fig. 22 Time overhead of modifying graph patterns on LinkedMDB and DBpedia

Fig. 23 Time overhead of identifying inappropriate operators on LinkedMDB and DBpedia

LinkedMDB and DBpedia. The average time on DBpedia increased slightly more than that
on LinkedMDB, although the size of DBpedia is approximately 90 times larger than that of
LinkedMDB. The reason is that modification time depends on the size of the original graph
pattern and the ontology of RDF datasets. Two experiments share the same size of the original
graph pattern, and the film ontologies in LinkedMDB and DBpedia have a similar scale.

Sensitivity analysis of identifying inappropriate operators Figure 23 shows the exe-
cution time of identifying process for the 17 why-not questions caused by inappropriate
operators on LinkedMDB and DBpedia. The runtimes from LinkedMDB and DBpedia have
no significant change, thereby indicating that the scale of the underlying dataset has little
effect on the overall runtime of identifying inappropriate operators. At the query operator
level, the main factor that influences the efficiency of identifying inappropriate operators is
the size of mappings (an input of Algorithm 3), not the entire RDF graphs in datasets.

Figures 22 and 23 show that ANNA is not sensitive to the scale of RDF datasets.

123



Answering why-not questions on SPARQL queries

In summary, experimental results of effectiveness show that ANNA is more applicable to
SPARQL operators thanOMmodel. AndANNA can also generatemodified graph patterns in
good quality in terms of both similarity and imprecision metrics. Hence, ANNA can generate
high-quality explanations for users. For efficiency, the experimental results show that ANNA
can answer why-not questions within a reasonable amount of time, at both triple pattern and
query operator levels.

7 Conclusion

In this study, we formalized the problem of answeringwhy-not questions on SPARQLqueries
for the first time and proposed an explanation model called ANNA. ANNA can generate
logical explanations at the triple pattern and query operator levels. Efficient algorithms were
designed to implement three modules in ANNA, including computing the necessary BGP,
modifying graph patterns and identifying inappropriate operators. ANNA was evaluated on
two real-world RDF datasets. Experimental results proved that ANNA could generate high-
quality explanations within a reasonable amount of time.

In the future, we will make ANNA to handle exception cases in practice. For instance, a
user can be wrong and ask an aberrant why-not question and the explanation is an empty set.
Another potential direction for future research is to improve the graph pattern modification
method to identify and deliver to the user the most relevant one with the multiplicity of
explanation.
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