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Abstract. The online medical community websites have attracted an
increase number of users in China. Patients post their questions on
these sites and wait for professional answers from registered doctors.
Most of these websites provide medical QA information related to the
newly posted question by retrieval system. Previous researches regard
such problem as question matching task: given a pair of questions, the
supervised models learn question representation and predict it similar or
not. In addition, there does not exist a finely annotated question pairs
dataset in Chinese medical domain. In this paper, we declare two gen-
eration approaches to build large similar question datasets in Chinese
health care domain. We propose a novel deep learning based architec-
ture Siamese Text Matching Transformer model (STMT) to predict the
similarity of two medical questions. It utilizes modified Transformer as
encoder to learn question representation and interaction without extra
manual lexical and syntactic resource. We design a data-driven transfer
strategy to pre-train encoders and fine-tune models on different datasets.
The experimental results show that the proposed model is capable of
question matching task on both classification and ranking metrics.

Keywords: Health care · Question matching · Transfer learning

1 Introduction

With the great improvement of public health consciousness, it is hard for tradi-
tional offline medical services to meet the rapidly increasing demands. To satisfy
public health care demands, some medical communities, such as xywy.com and
www.dxy.com, offer abundant medical knowledge, question answering and other
online services. As shown that the number of users in online medical communities
has increased to 192 million at the end of 20171.
1 https://www.qianzhan.com/analyst/detail/220/181210-db903bba.html.
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Usually, users can not get a timely answer from online doctors, and instead,
they have to wait hours even days for response from online doctors. Actually,
the medical communities have a large number of solved medical QA pairs in
database. Most of these websites exploit retrieval systems to search related ques-
tions for new posted queries, and return topK QA results by computing the word
correlation scores. The major challenge of this kind of retrieval system is lexical
gap between different expressions of patients. For instance, for the query “Do
hypertension patients require long-term medication?”, similar question would be
“When can hypertension patients stop taking medicine?”, however, they have
very low similarity score because they have few overlap words. On the other hand,
the dissimilar question “Do hyperlipidemia patients require long-term medica-
tion?” has a high word overlap with the query. Patients may have different
ways to express the same medical contents, which is observed from the collected
question corpus. For example, users with medical background may take the pro-
fessional word “hypoimmunity ” as a query, while most patients
would use “poor immunity ”.

In previous works, researchers have proposed many methods to relieve seman-
tic gap of sentence similarity problem, like translation models [9,25], topic model
[10,26] and supervised neural networks [21,27]. The above methods have already
been applied in general domain, while there are still several challenges when
import these approaches into public health domain. Firstly, there is no open
source collection of similar question pairs for model training in Chinese health
care domain. The sample generation method of question pairs has great influence
on the generalization performance of models. Secondly, linguistic resources for
Chinese medical NLP tasks are scarce, such as medical encyclopedia and taxon-
omy, far from complete. Thirdly, patients have different expression ways, which
is difficult to be learned only based on a small volume of training data. In addi-
tion, typical Siamese neural networks have two encoders with shared weights to
process questions separately, without considering the interaction and alignment
of information in both questions.

In this paper, we design a Siamese Text Matching Transformer (STMT) neu-
ral network to learn question representation and interaction in Chinese health
care domain, which fully utilizes the context information and interactive infor-
mation of question pairs. Specially, the key contributions of this paper are as
follow:

– We propose a modified Transformer neural network namely STMT to incor-
porate context information and interactive information of question pairs to
alleviate the problem of ignoring interaction information of typical Siamese
neural network. The results on a large Chinese question pairs dataset demon-
strate the effectiveness of the proposed model.

– For the lack of linguistic resource in Chinese health care domain, we build
a large QA corpus and a huge health care terminology crawled from sev-
eral well-known Chinese medical websites. We take two different approaches
for training dataset annotation. The semantic relatedness between words in
medical questions is captured by the pre-trained word embedding.
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– A multi-class classification task is applied as a transfer strategy to pre-train
encoders of Siamese neural networks, which helps the encoders to learn more
general representation of similar questions and distinguish different concepts
in medical semantic spaces. The experimental results show the advantages of
transfer strategy than random initialization.

The rest of this paper is organized as follows: Sect. 2 discuss related research.
Section 3 declares the details of proposed method. Section 4 describes the dataset
and experiments. We analyze the results in Sect. 5 and conclude our work in
Sect. 6.

2 Related Work

The task of question matching (QM) in community question answering (CQA)
systems, has attracted increasing attention in recent years. This task is closely
related to paraphrase identification (PI) problem [11]. The goal of PI task is to
determine whether or not two sentences have the same meaning, but sentences
that are non-paraphrase can still be semantic similar. Nevertheless, the methods
share commonness. In addition, methods in QA and natural language inference
(NLI) can also be lead into dealing with this problem.

At the early stage, retrieval based methods are widely used to find similar
questions [14,16]. However, such approaches only consider lexical keywords, the
detailed semantic information in the questions can not be captured. Another
unsupervised methods is to train a topic model with unlabeled text corpus,
and medical questions can be represented as vectors in latent topic space, and
then, the similarity of questions is measured by the similarity of these mapped
questions’ vectors [10,26]. Some researchers regard this problem as a translation
task [5,9,25], which incorporates lexical similarity and semantic similarity into a
unified structure. The traditional translation models focus on translation prob-
ability of words or phrases among questions. The similarity of questions is the
probability of translating one question to another [4]. [3] proposes an end-to-end
neural network for question similarity learning, which utilizes RNN as encoder
and decoder. The feature engineering based studies utilizes word overlap [8], lin-
guistic features [20] and other hand-crafted statistic information to measure the
lexical and phrase level similarity.

More recently, deep learning based methods are widely used to solve this
problem [21,27]. Convolutional neural networks (CNN) are applied to extract
multiple granularity features for similarity comparison [15,24]. [1,2] use two
LSTM to compose two sentences and calculate the similarities between the
encoded sentence vectors. These neural networks are called Siamese neural net-
work [7], which process two sentences in parallel. In medical QA domain, [18]
proposes an interactive attention based LSTM model to evaluate the similar-
ity of question pairs, which also takes LSTM as question encoder and only
focuses on unidirectional attention interactivity. [4] combines translation model
and Siamese CNN model to learning question-question similarity and question-
answer relations, which is better than traditional retrieval algorithms, like BM25
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[16]. BiMPM is design to learning sentence matching from multiple perspectives
[23]. [6] propose ESIM model to solve NLI task, which utilize stacked LSTMs
and attention mechanism to capture interactive similarity information of sen-
tence pairs. The above two models are the state-of-art method and achieve good
performance on different datasets [11,23].

3 Methodology

In this section, we first define the question matching task in Chinese health care
domain. Then, we introduce sentence encoders for learning question represen-
tations, which are the core component of Siamese neural networks. Next, we
describe the similarity measurements and architecture of our proposed model.
Further, we explain how we address the problem of dataset generation in Chi-
nese medical domain. Finally, we discuss about a transfer strategy to pre-train
encoders to improve the performance of question matching models.

3.1 Task Definition

We first define the task formally and declare some notations that we used in
this paper. Given an unsolved medical question Q = [w1, w2, . . . , wn] contain-
ing n words. We embed each word of question as distributed word vector, then
Q = [q1, q2, . . . , qn ], where qi ∈ Rde is the word embedding of the i-th word in
this question. Define a set of relevant candidate questions C = {C1, C2, ..., Cm},
retrieved from large solved medical question corpus. We need to determine
whether or not each candidate Ci is similar to Q and rank them by similarity
scores to query Q. We describe the workflow of finding similar medical question
in Fig. 1.

3.2 Encoder

In previous research, Siamese RNN structure consists of two share-weights
encoders, such as LSTM or GRU. Each encoder process one question in the
given question pair [1,2]. We first introduce bidirectional LSTM encoder that
we used in baseline and then present the modified Transformer encoder designed
in this section.

BiLSTM. We take bidirectional LSTM encoder to learn sentence level repre-
sentation of medical questions. The unidirectional LSTM model process word
sequence from left to right, when LSTM cell goes through the whole question,
the information of previous words can be transmitted and accumulated into its
memory cell, and the output of last hidden state is used as vector representation
of question. The bidirectional LSTM consists of a forward LSTM and a backward
LSTM, at each time step t, forward LSTM computes a representation

−→
ht with

the left context of word xt, and the backward LSTM computes a representation
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New Question

哪些症状提示可能有妊娠期高血压疾病？

Retrieval
System

QA corpus
Candidate Questions (Relevance Score)

（25.88）哪些情况提示可能有妇科炎症？
What conditions suggest possible gynecological inflammation?

（24.84）哪些情况提示患儿可能有先心病？
What conditions suggest that children may have congenital heart disease?

（20.00）妊娠期高血压疾病主要有哪些表现？
What are the main manifestations of pregnancy-induced hypertension?

（19.53）妊娠期高血压疾病患者要做哪些检查？
What examinations should to done for patients with pregnancy-induced

hypertension?

Unlabeled
Corpus

Automatic
Mined

Dataset1

Labeled
Dataset2

Pre-training

Similarity Calculation

Encoder

Word
Embedding

Encoder Encoder

（0.8875）妊娠期高血压疾病主要有哪些表现？
What are the main manifestations of pregnancy-induced hypertension

（0.7844）妊娠期高血压疾病患者要做哪些检查？
What examinations should be done for patients with pregnancy-induced hypertension

（0.4533）哪些情况提示可能有妇科炎症？
What conditions suggest possible gynecological inflammation

（0.4302）哪些情况提示患儿可能有先心病？
What conditions suggest that children may have congenital heart disease?

Reranked Candidate Questions (Similarity Score)

Data

q1 q2 q3 q4 c1 c2 c3

Question Candidate

Siamese Neural Network
Input Layer

Embedding
Layer

Encoder Layer

Vector
Representation

Classification

Share
Weights

Which symptoms suggest that there may be
pregnancy-induced hypertension?

Fig. 1. The workflow of similar medical question retrieval.

←−
ht of the same sequence in reverse order. Then the representation of word xt

is obtained by concatenating its left and right context representations, namely
ht = [

−→
ht ,

←−
ht ]. Thus, the output of BiLSTM would capture the abundant context

information of medical questions at sentence level. The concatenated final hid-
den state hn = [

−→
hn,

←−
hn] of BiLSTM is used as the semantic vector representation

of questions, thus, we take vq to represent the question vector, then vq = hn.

TM-Transformer. Transformer is a neural network architecture proposed by
Google for machine translation [19], which adopts multi-head attention to encode
sentence instead of RNN models. The basic attention mechanism in Transformer
model is scaled dot-product attention, which is described formally as follow,

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

Where Q ∈ Rn×dk , K ∈ Rm×dk and V ∈ Rm×dv are sentence embedding
matrices. In translation task of [19], the K and V are the same representations
of a sentence and Q is the other one of an aligned bilingual sentence pair. The
output of such attention is called aligned embeddings.

To enhance the efficiency and effectiveness, instead of taking de-dimensional
Q, K, V to perform a single attention function, the multi-head attention linearly
projects the Q, K and V matrices h times to dk, dk and dv dimensions, respec-
tively. The scaled dot-product attention is performed on each of these projected
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queries, keys and values in parallel. The results of h times attention functions
are concatenated and linearly projected, resulting in final aligned sentence rep-
resentations.

MultiHead(Q,K, V ) = Concat(head1, . . . , headh)Wo (2)

headi = Attention(QW q
i ,KW k

i , V W v
i ) (3)

Where the projections of i-th head are parameter matrices Wq ∈ Rde×dk ,
Wk ∈ Rde×dk , Wv ∈ Rde×dk and Wo ∈ Rhdv×de . Since that the input is de-
dimensional question embeddings in this paper, then we set dk = dv = de/h.

Multi-head attention allows the model to jointly process information from
different representation subspaces at different time step. Inspire of the encoder
and decoder of Transformer in [19], we proposed a multi-head attention based
encoder namely TM-Transformer for question matching problem, as show in
Fig. 2. In this work, the TM-Transformer model consists of three sub-layers.

(1) The first sub-layer is Self-Attention encoder, which means the input of
Q, K, V are the same questions, as shown in Fig. 3. This sub-layer is used
to reformulate words by capturing context information in sentences.

(2) The second sub-layer is Inter-Attention encoder, which has the same
structure as the first sub-layer. However, the input of this sub-layer is differ-
ent that Q is different from K and V . If Q is the embedding of an unsolved
medical question, the K and V represent the same candidate questions, or
vice versa. In this sub-layer, the inter-attention is used to encode question
with the aligned context information from the other question in question
pair.

(3) The third sub-layer is Feed-Forward layer, which consists of two convo-
lutions with kernel size 1 as linear transformations. The first convolution
has dimensionality df = 2 ∗ de and the dimensionality of the second one is
de = 100.

A global max pooling layer is used to retain important information of the new
representation of questions along the words dimension. At last, questions can be
represented as final semantic vectors. The number of the TM-Transformer layer
is set as N = 6 in this paper, which is as same as [19].

Similarity Calculation. For a given question pair <Q,Ci>, with the pre-
trained encoder model, we map Q and Ci into semantic vectors vq and vci ,
respectively. In most neural network architectures [6,18,23], a multilayer percep-
tron (MLP) layer is used for label prediction. We put the concatenated vector
v = [vq, vci ] into a final MLP classifier in our experiments. The MLP has a hid-
den layer with relu activation and a softmax output layer. The final score range
in [0, 1], where 1 represents similar and 0 is dissimilar. In this work, we take
binary-class entropy loss for training and the entire model is trained end-to-end.
Figure 2 shows the proposed neural network architecture.
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3.3 Data Generation

In this section, we first introduce the acquisition of the medical QA corpus, and
how we build a large medical terminology. Then, we declare how we generate
the training and test dataset with two different automated ways.

Medical QA Corpus. In order to satisfy the demands of generating the word
embedding and the training datasets, we require a large medical QA corpus that
covers most of the medical questions and terms. We have crawled 4 online medical
QA websites and acquired privacy-free QA data from cooperative company www.
dxy.com. The statistics of obtained QA pairs is shown in Table 1.

Fig. 2. The framework of Siamese TM-Transformer neural network.

Medical Terminology. According to the analysis of questions in medical QA
corpus, we have found that the medical terms in patients queries are usually not
exactly equivalent to professional terminology used by medical experts. So in
our work, we have collected the medical terms from these sources: (1) the Chi-
nese medical terms of www.dxy.com, which is compiled by professional medical
editors, referring to a large number of medical encyclopedia entries and general
expressions of users. (2) the common disease names and drug names crawled
from China Public Health Website2, and the drug names from China Food and
2 http://www.chealth.org.cn/.

www.dxy.com
www.dxy.com
www.dxy.com
http://www.chealth.org.cn/
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Drug Administration3. (3) the disease names, symptom names, and their com-
mon aliases and other entities on the medical community websites. Finally, we
have built a medical terminology that contains 26,619 diseases, 9,904 symptoms,
1,735 medicines, 8,734 examinations, 7,395 operations, 5,472 body parts and
other medical entities.

Training Datasets. In previous research [12], the dataset is generated by sam-
pling approach. The negative samples are generated by randomly sampling medi-
cal question pairs that share no common medical entities, which directly neglects
dissimilar question pairs with common entities. They randomly replace and
drop words in medical questions to generate positive samples. In fact, this sam-
pling approach doesn’t consider that the replacing and dropping of words may
break the semantic characteristics and syntactic structure of the new generated
questions.

Table 1. Statistics of the QA pairs

Websites # of QA pairs

www.dxy.com 623,395

www.xywy.com 1,357,507

www.39health.com 997,717

www.muzhi.com 6,442

www.120ask.com 68,045

Total 3, 053, 106

Table 2. Brief description of the generated
datasets

Dataset1 Dataset2

Train Test Train Test

# of Q 28,045 14,269 165,103 36,094

# of Q&C - - 264,685 46,800

# of Group 5,000 3,317 - -

In our work, we adopt two different generation approaches, which are adapt
to different training scenarios. We find that there are some similar questions on
each QA web page edited by medical websites, such as xywy.com. In the first gen-
eration method, we randomly sample 10,000 different medical questions from the
QA corpus as question seeds, and crawl their web pages to acquire their similar
questions provided by websites. We remove probably dissimilar questions that
have different disease categories with the seed. Finally, about 60,000 questions
are automated categorized into 8,317 synonymous sentence groups after filtering
out the seeds without similar questions. Several generated question groups are
shown in Table 3. In our work, this dataset namly Dataset1 is used for transfer
strategy introduced in Sect. 3.4.

Another method generates question pairs with the help of opensource
retrieval system. We randomly sample 80 thousand different questions as queries
and search their related questions from the medical QA corpus with Solr4. The

3 http://eng.sfda.gov.cn/WS03/CL0755/.
4 http://lucene.apache.org/solr/.

www.dxy.com
www.xywy.com
www.39health.com
www.muzhi.com
www.120ask.com
http://xywy.com/
http://eng.sfda.gov.cn/WS03/CL0755/
http://lucene.apache.org/solr/
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Table 3. Synonymy question group sample of Dataset1

MedicalGroup Questions

BM25 algorithm built in Solr rank the candidate questions by their relevance
scores with query. We select the top 20 candidates of each query to form ques-
tion pairs and represent each question as a mean vector with word embeddings
of all words in question. We then calculate cosine score between mean vectors of
each query and candidate pair. The average of cosine score of mean vectors and
relevance score of BM25 is treated as the final similarity score of each question
pair, which ranges from 0 to 1. We assume that question pairs with similarity
score in a high threshold interval [0.9, 1) are the positive samples and those in
a low threshold interval [0, 0.6] as negative samples. Then we randomly sample
the positive and negative samples with an approximate ratio of 1:3. Finally, we
invite five domain experts of dxy.com to validate and remark the auto-tagged
labels of samples. We name this dataset as Dataset2 .

3.4 Pre-training

Word Embedding. Word Embedding is popular in almost NLP tasks since
the Word2vec5 has been proposed by Google. The distributed representation of
words learned by the neural networks would capture the semantic and syntactic
information from unlabeled corpus. So that we preprocess the crawled medical
QA data as training corpus and take CBOW model in Word2vec to train word
embedding, and the dimensionality of word vectors is set to de = 100.

Transfer Learning Method. The pre-trained word vectors are usually used
as the initialized weights of embedding layer in neural networks. It is com-
monly regarded as a transfer learning approach, which performs better than
randomly initialization. Besides to the pre-trained word vectors, we can also
transfer weights from pre-trained question encoders of other models to initialize
corresponding layers in Siamese neural networks.

Since the process of face feature extraction and comparison of face recog-
nization problem is similar to sentence matching task, in this paper, we adopt
a multi-class classification neural network to pre-train encoders mentioned in
Sect. 3.2. The encoder of multi-class classification model would help to learn

5 https://code.google.archive/p/word2vec/.

https://code.google.archive/p/word2vec/
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more generalized representation among different expressions of similar questions.
We take Dataset1 that medical questions are categorized into different groups
as training corpus for multi-class question classification, which is as same as the
process in face recognition models [17]. The extracted features of pre-trained
encoder will be used as question representations for similarity measurement.

The classification models would capture reasonable features of most sam-
ples, but usually confuse samples near group margins. The reason is that the
classification constraint is not able to distinguish the close samples in different
categories. The loss function of most multi-class classification tasks is softmax
categorical cross entropy. If we set Q as input of encoder, and the cross-entropy
loss of general multi-class classification can be described formally as follow,

z = Encoder(Q) (4)
f = softmax(zW )

= softmax((z · w1), (z · w2), , (z · wn)) (5)

Lsoftmax = −
∑

t

log
e(z·wt)

∑n
i=1 e(z·wi)

(6)

where, W is the weight of final linear layer, W = (w1, w2, ...wn), (z · wi) is the
dot product between z and wi, f is the target probability distribution of Q and
t is the label of Q.

The margin softmax function perform better than softmax function for fea-
ture ranking problem. It has beed proved more effective in field of face recogniza-
tion. There are many angular margin softmax functions, like A-softmax [13] and
AM-softmax [22]. We take AM-softmax to improve classification performance in
our work. [22] proposes the AM-softmax for learning large-margin features with
small intra-class variation and large inter-class difference. In the design of this
function, z and wi are normalized with l2 normalization, and the dot product in
Eq. 5 is transformed to cosine function. Then a positive number m is used as a
margin to tighten the cosine score of ft and a positive number s is taken as scale
rate to the tightened score. Formally, the AM-softmax loss function is shown as
follow,

LAMS = −
∑

t

log
es·(cosθt−m)

es·(cosθt−m) +
∑

i�=t es·(cosθi)
(7)

where cosθi is the cosine score of z and wi. In this paper, we choose the best
hyper-parameters m = 0.35 and s = 20 in experiments. We attempt the Bi-
LSTM and the Self-Attention encoder of TM-Transformer as the basic encoder
in multi-class classification model respectively. Figure 3 is the pre-training model
with Self-Attention encoder.
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Fig. 3. The architecture of pre-training model with Self-Attention Encoder.

4 Experiments

In this section, we evaluate the proposed model architecture and the transfer
learning strategy on large scale QA dataset in the following aspects: (1) We
compare the results of Siamese Bi-LSTM and STMT model on the Dataset2
to validate the effectiveness of our proposed architecture. (2) We pre-train the
encoders with the transfer method declared in Sect. 3.4. Then we use pre-trained
encoders to initialize corresponding layers of Siamese Bi-LSTM and STMT mod-
els and fine-tune model weights on finely labeled dataset.

4.1 Dataset

As mentioned in Sect. 3.3, the Dataset1 which contains 8,317 similar question
groups is used for pre-training encoders. The Dataset2 that consists of about
300 thousand question pairs is applied to train and fine-tune the Bi-LSTM and
TM-Transformer models. Table 2 lists the statistics of the datasets that we used
in our experiments.

4.2 Experiment Setup

We randomly choose 5000 question groups from the Dataset1 as training data
for pre-training. In other words, we pre-train a classifier with 5000 target classes.
We split the Dataset2 into two subsets, we randomly select 60% question pairs as
train set, 20% as dev set and the rest as test set. For all the experiments, we train
the model on train set and tune parameters on dev set and pick the parameters
which works the best on dev set. Finally, we train models with all the data in train
set and dev set by fixing the best hyper-parameters. We calculate the Precision,
Recall and F1 score for evaluating similarity prediction ability and normalized
discounted cumulative gain (NDCG@3) as ranking score of these models.

We set the hidden size as 100 in Bi-LSTM architecture. We set head h = 10
of the multi-head attention in all the sub-layers of TM-Transformer. In the pre-
training stage, we use the same hyper-parameters for above encoders in multi-
class classification models. We initialize the embedding layer of all the neural
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networks with the pre-trained word embedding, and the other parameters are
initialized with Xavier initialization. Once the encoders have been pre-trained,
we take weights of encoders to initialize corresponding layers in Siamese neural
networks. We take ADAM as optimizer for all neural networks and the initial
learning rate is 0.01, which decay along with the training epochs. We train the
models for 100 epochs on a batch size of 64.

5 Discussion

5.1 The Effectiveness of TM-Transformer

In this part, we discuss about the effectiveness of our proposed architecture
on medical question matching task. For comparison, we use the following four
methods as baselines: (1) The logistic regression (LR) model takes the average
of all the word vectors of a question as its representation, namely LR-vec. (2)
The logistic regression model takes the TFIDF based bag-of-words as question
representation, namely LR-tfidf. (3) The Siamese Bi-LSTM model utilize Bi-
LSTM as sentence encoder. (4) The traditional Transformer model (N = 6
layers) for translation task declared in [19].

The results of these models are shown in Table 4. From the results, we can
find that Siamese TM-Transformer model performs better on both classification
and ranking metrics than all baseline models. We observe that the F1 score of
STMT model exceeds about 2.61% than traditional Transformer, while NDCG
score gets 0.89% improvement. It means that the proposed architecture can
capture more semantical similarity information between question pairs. Since
two attention based sub-layers of TM-Transformer focus on learning question
representation and question interaction respectively. The simple sentence repre-
sentation methods in SVM-vec and SVM-tfidf can not capture question context
information and the interactive information between question pairs.

To validate the effect of these sub-layers, we train the TM-Transformer by
removing the first sub-layer or the second one and the number of TM-Transformer
layers N = 6. As shown in Table 4, either of two sub-layers has good performance,
and the combination of them achieve a great improvement. In other words, stacked

Table 4. Performance of Siamese neural networks on Dataset2

Model Accuracy Precision Recall F1 NDCG@3

LR-tfidf 78.02 61.68 36.14 45.58 93.13

LR-vec 74.68 62.92 55.62 59.05 93.43

Siamese Bi-LSTM 80.98 60.55 73.57 65.05 96.64

Transformer [19] 85.64 65.92 90.25 75.19 97.07

STMT (only Self-Attention Encoder) 82.27 60.91 85.63 70.00 97.33

STMT (only Inter-Attention Encoder) 84.88 70.22 73.46 71.80 97.20

STMT 88.93 76.77 81.36 77.80 97.96
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multi-head attention layers would help us to capture more semantic information
and enhance the fitting and generalization ability of model.

5.2 The Effectiveness of Transfer Learning Method

In this part, we verify the effectiveness of transfer learning method we declared
for model pre-training. The baseline are Siamese Bi-LSTM and STMT models,
which we initialize model weights with Xavier initialization method in above
experiments. We share the same encoder layers between baseline models with
the multi-class classification model. And then we take weights of the pre-trained
encoders as initialization of baseline models and fine-tune model weights on
Dataset2. The result is shown in Table 5. There are great improvements of all
the basic models with the transfer strategy. We can observe that the F1 score
of STMT has a 2.81% increase while Bi-LSTM gets a improvement of 6.41%.
For the ranking metrics, the transfer learning approach gives a little bit improve-
ment over baseline, even though the baseline models have achieved good ranking
scores already. The NDCG score of Bi-LSTM has a raise of 0.43%, as for TM-
Transformer, the improvement is 0.35%. To further verify the effect of transfer
strategy, we compare the training loss of TM-Transformer and TM-Transformer
with transfer strategy. As shown in Fig. 4(b), the transfer strategy accelerates
the model training and achieves better convergence. From the results in Fig. 4(a),
it shows that the transfer learning method would increase the performance of
different models more or less on question matching task.
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Fig. 4. Comparison between plain Siamese neural network and Siamese neural network
with transfer strategy.

We also compare the performance of our proposed method with other existing
method on our datasets, such as ESIM in [6,11] and BiMPM model in [23]. As
shown in Table 5, we find that our STMT model with transfer strategy gets
a 6.55% F1 score higher than BiMPM model and 8.85% higher than ESIM
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model. We can conclude that our proposed method can relieve question matching
problem in medical domain, which perform better than the state-of-art model
on other datasets. In the process of generating Dataset2 based on the crawled
medical QA corpus, we can find similar candidates for almost all queries. We
also restrict the ratio of randomly selected negative samples. That is why the
ranking scores of each model are relatively higher than classification metrics.
At the pre-training stage, the feature extraction of multi-class classification is
related to the feature ranking of sentence matching but they are not equivalent
to each other. In other words, the features extracted by classifier may not work
well at similarity ranking stage. So good loss functions, like AM-softmax or even
better ones, are really helpful to relieve the gap between feature extraction and
feature ranking.

Table 5. Performance of transfer learning method and other existing models

Model Transfer Accuracy Precision Recall F1 NDCG@3

Siamese Bi-LSTM No 80.98 60.55 73.57 65.05 96.64

Yes 85.20 70.22 72.75 71.46 97.07

STMT No 88.93 76.77 81.36 77.80 97.96

Yes 89.30 74.91 87.25 80.61 98.31

ESIM [6] No 85.88 73.13 70.45 71.76 97.18

BiMPM [23] No 83.70 61.49 96.33 74.06 98.09

6 Conclusion

In this study, we investigate a novel Siamese TM-Transformer Neural Network
(STMT) for similar health question retrieval in Chinese. Our method improves
internal structure of Transformer for question matching task, which overcomes
the lack of interactivity of Siamese neural network and the issue of diversity of
medical expressions. Besides, we explore to use a transfer strategy to further
enhance model performance. For the lack of medical QA datasets in Chinese, we
declare two different data generation methods. Experiment results on large scale
real world datasets have validates the performance of our method. In general,
the proposed model and transfer strategy can also be used to solve text matching
tasks in other domain.
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